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Message fromthe MMTC Chair

Dear MMTC friends and colleagues:

It is my pleasure to provide a message for the July issue of MMTC Communieatanigers. | joined the service

for MMTC from 2010. Within the past few years, | have bed&messing the development and growth of MMTC. |

am very proud of having been serving in MMTC and deeply enjoy working with MMTC team members for these
years. | would like to take this opportunity to express my sincere appreciation to MMTC friends laaduzms!
Without your participation and support, MMTC cannot have such a success.

MMTC has fourteen interesting groups (IGs) focusing on different topics in the area of multimedia communications.
In addition, MMTC has six boards in charge of award, publication, review, membership, publicity, and advisor,
respectively. The number of MMO members is already above 1000. With the efforts from these 1Gs and boards,
MMTC provides very efficient channels to share, exchange, and discuss information and enhance the visibility of its
members.

MMTC will hold TC meeting several times each yearidg the period of some main conferences such as ICC,
GLOBECOM, ICME, etc. The next TC meeting will be hold at ICME 2017 at Hong Kong on July 13, 2017. All are
welcome to join this meeting.

If you want to join the MMTC, ©please visit our Membership Boargpage at
http://committees.comsoc.org/mmc/membership.dsipave no doubt that you will benefit from being a member of
MMTC. Finally, MMTC Communications Frontiers provides the readers thelyi update on the steof-the-art
development and hot research topics. | hope you will enjoy reading this issue of MMTC Communications Frontiers!

Sincerely yours,

Fen Hou

Vice Chair for Asia

Multimedia Communications Technical Committee
IEEE Commuications Society
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SPECIAL ISSUE ON Recent Activities in Mobile Edge Computing and Edge
Caching

Guest Editor Melike ErotKantarci, University of Ottawa, Canada

{melike.erolkantargi@uottawa.ca

The rapidincrease in powerful mobile devicedong with the demand for rich multimedia applicatiohas

escalated the need for efficient computing and caching techniques more than ever. Adding to-tatentyw

demand of many Internet of Things (IoT) applications mothile Augmeried Reality and Wtual Reality (AR/VR)

leads the mobile network system operators to position themselves more than just communication facilitators but

also facilitators of computing and caching closer to the users. On the other handialéeiciee communications

expandthe boundaries of computing and caching from the operator equipment to user devices and even cars.
Caching of populacontentsat the network edgean significantly improve latency performance while mobile edge

computing (MEC) or fog computingakes it convenient to access shared pool of services and resources that are

location independentTherefore, MEC and edge caching are important components of the research in 5G and

beyond networksThi s i s di scussed i rCachirgtaraiComputymat the lEdge foreVolslen t pape.l
Augmented Reality and Virtual Reality in 5G,0 to be put

The five papers i ncl RetendActivities it Mabie Edge @mputing and BdgeuCacdhiogn i
aim to provide points of views of rewoed researchers in this field and to provide the readers cetliyg results
from their groups. The included papers are briefly introduced below.

X. Sun and N. Ansari, in their research ACIoudl et Net
Capabi i ti es0 propose a cloudl et architect)HowdoasiM&g@ ai ms t
incentivize mobile users to upload mobile data to edge computing entities? ii) How does MEC leverage and
coordinate the highly distributed edge compgtintities at the network edge to analyze the data streams from

mobile users? iii) How do mobile users associate with different edge computing entities when the mobile users roam

over the networkThe authors tackle the virtual machine placement problanolrile edge computing and propose

a delayaware optimizatiofbased solution.

The paper entitled, ifA Dynamic Task Scheduler for Compl
by H. ShakMansouri, V. W.S. Wong, and R. Schober introduce an effidiask scheduler usiramn optimization

framework thattakes the energy consumption and delay into accduniask scheduler dynamically makes an

offloading decision upon arrival of a taskherefore the task scheduler has a fundamental role in explditng

advantages of mobile cloud computing systefime proposed schedulisrshown to arrive at the optimal offloading

decision while maximizing the utility obtained by using the cloud computing services.

I n AONnline Optimization Techniques for Effective Fog Cc
and M. Bennis, the problem of operating in a dynamic environment is addressed. In mobile cloud cofoguting,

nodes can dynamically join and V@aa network Thereforethe full information on the location and the future

availability of different fog nodemight not be available at all timeldowever, most of the studies in the literature

propose optimizatiodbased approaches with an assumptioalldhe information being available. In their paper, the

authors propose, using online optimizatitmgapture the dynamically varying and largely uncertain environment of

fog networks The paper introduces use cases for online optimization, as weticasslng its use jointly in caching

and fog computing.

| n A HenabkamEdge Computing: When Mobile Cre&® nsi ng meet s Mobil e Edge Comp!
Foschini and M. Girolami report on recent their findings-Hhmandriven Edge Computing (HECHEC relies on

continuously monitang humans and tlemobility patterns todynamically reidentify hot locationsand to use a
humanin-the-loop approach.The proposed approackeverage human sociality and mobilityto broaden the

coverage of the fixed mdkiedge computing architectures.

The research in fAMobile Edge Computing: RecentP.Ef forts
Hosseini, and D. Pompili presents the recent sththe-art in mobile edge computing. The authors begin by
introducing proofs of concepts and standardizatftorts. Then they discuss the researchcomputation éloading

as well as edge caching. Finally, they outline future research directions as a valuable guideline for the researchers
who are interested ¢ area.
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The purpose of this special issue is to introduce severaladtétte-art research efforts in mobile edge computing

and edge caching rather than giving a complete coverage of the area. The contributions of the widely recognized
researchers makbd special issue a valuable source for the reaflbesguest editois thankful forall the authors

for theirvaluablecortributionsand the helgrom the MMTC Communicationis Frontiers Board.

Melike Erol-Kantarci is an assistant professor at the School of Electrical Engineering and
Computer Science at the University of Ottawa, ON, CangHe.is the founding director of the
Networked Systems and Communications Research (NETCORE) laboratory. She is also a
courtesy asstant professor at the Department of Electrical and Computer Engineering at Clarkson
University, Potsdam, NYwhere she was tenuretrack assistant professaqrior to joining
University of Ottawa She received hd?Ph.D. and M.Sc. degrees in Computer Eagiimgfrom

Istanbul Technical Universitiyn 2009 and 2004, respectively. During her Ph.D. studies, she was a
Fulbright V|S|t|ng researcher at the Computer Science Department of the Unlver5|ty of California
Los Angeles (UCLA)She is an editor of the IEEEommunications Letters and IEEE Access. She is theditor

of t h eSmaértoQritk Nelworking, Data Management, and Business Midels He r articles are
among the top cited and top accessed papers on IEEE and Elsevier databases. She dsagewteal chair or
technical program chair for many international conferences and workshops. She is mepiberof the IEEEand

the past vicechairfor Women in Engineering (WIE) at the IEEE Ottawa SectiShe is currently the vicehair of

Green $hart Grid Communic&ins special interest grougd IEEE Technical Committee on Green Communications
and ComputingShe is also the research group leadetB&E Smart Grid and Big Data Standardizatider main
researh interests are 5G and beyond wirslegtworks, smart grid, cybghysical systemseglectric vehicles,
Internet of things and wireless sensor networks.
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Cloudlet Networks: Empowering Mobile Networks with Computing Capabilities
Xiang Sun and Nirwan Ansari
Advanced Networking Laboratory
Helen and John C. Hamann Department of Electric&l Computer Engineering
New Jersey Institute dfechnologyNewark, NJ 07102, USA
{xs47,nirwan.ansar}@nijit.edu

1. Introduction

Mobile devicesare currently embedded with various sensors to sense the environment over time. Analyzing these
sensed data can substantidtignsform howwe do business and conduct our livEsr instance, analyzing the data
generated by ebhody sensors can enable early detection of unusual activities or abnormalities, thus improving our
health[1]; analyzing the photos/videos captured by mobile users can detect and track terrorists to safeguard the
whole society. Traditionally, these mobile data would be uploaded to a remote data centerhaghicben
demastrated to provision resourcisxibly and efficiently for further processin{?]. However, this would burden

the network to conduct data aggregation from molslersito the remote data center, thus significantly increasing
the response time of generating higkiel knowledge (or providing services) by analyzing the mobile data. The
response time (of generating hitgvel knowledge) is very important for mobile daanalytics [3]5], e.g.,
identifying the terrorists and obtaining their locations along with related timestamps (by analyzing the photos/videos
from users) in a timely fashion is very critical in deterring terrorism.

Mobile Edge Computing (MEC) has beproposed to enable computing entities (e.g., cloudlets and fog nodes) to
process mobile data streams at the network edg¢7[6]This can tremendously recki the time for uploading the
mobile data from mobile users to the computing entities, thus potentially reducing the response time accordingly.
However, the MEC concept is still in the phase of proof of concept and many issues need to be addressed:
1 Issuel: Howdoes MEQncentivizemobile users to upload mobile data to edge computing entities?
Mobile users would like to share their original data to applications in order to receive the corresponding
services, which are provided by the applications. Howeskaring original data may provide personal
information of mobile users to the application providers. This diagouragemobile users from uploading
mobile data. For instance, therrorist detection applicatios to identify and trackerroriss by comparing the
photos of thderroriss with the ones captured by mobile users. Thus, mobile users need to upload their photos
(which contain the personal information of mobile users) totéherist detection applicatiorwhich can be
placed at thedge computing entities. Therefore, it is beneficial to design a data sharing mechanism tailored for
MEC such that mobile users can obtain services provided by the applications while preserving privacy of
mobile users.
1 Issue2: Howdoes MECQeverage and cadinate the highly distributed edge computing entities at the network
edge to analyze the data streams from mobile users?
Edgecomputing entitiesnay be highly distributed in the mobile network. Each edge computing entity provides
computing resources toguess data streams from its local mobile users. Different@agputing entitiesnay
need to coordinate with each other in order to provide services to mobile users with low delay. For instance, the
terrorist detection applicatiomay need to collect anahalyze thehotos/videogsaptured by different mobile
users in a large area, which includes a number of distributed cafgputing entities Transmitting all the
photos/videogcaptured by the different mobile users) to teorist detection applicatiofwhich is located in a
specific edge computing entity) may not provide a low response time in identifyitgrtbgss because of the
high network delay for transmitting high volume data (jphotos/videosto theterrorist detection application
(in a specific edge computing entity). Thus, we need to design a distributed computing architecture tailored for
MEC such that different edgemputing entitiesan coordinate with each other to reduce the response time.
1 Issue3: Howdomobile users ass@te with different edge computing entities when the mobile users roam over
the network?
In order to minimize the delay between a mobile user and an edge computing entity as well as the traffic in the
core network, a mobile user may associate with theestosdge computing entity. That is, a mobile user may
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need to change its associated edge computing entity to process its mobile data when the mobile user roams from
one area into another. However, associating mobile users with their closest edge coemtititzsgmay result

in insufficient resource provisioning of edge computing entities (i.e., some edge computing entities do not have
enough resources to process the data streams from their local mobile users). Meanwhile, changing associated
edge computingntity incurs extra computing and communications overheads. Therefore, designing an efficient
edge computing entity association strategy is critical to speed up mobile data processing.

In this paper, we introduce a cloudlet network to address theseisbtes. The rest of the paper is organized as
follows. In Sec. 2, we introduce the cloudlet network architecture to resolvellssug Issu€. In Sec. 3, in order

to resolve Issu8, we propose to associate mobile users with different edge computitigseoyi migrating mobile
usersod Avatars (i.e., Virtual Machines (VMs)) among
formulate the Avatar placement problem and demonstrate its performance via simulations.

2. The Cloudlet Network Architecture
@
Multi-interface
(N/'*\éigl'ﬁ/”\ﬁ? m Fog node é Base station
— OpenFlow <& OpenFlow C
<—>< m _/_/ Access Switch g sxﬁzh owore

{=> Control link —— Data link

SDN based Cellular
Core(data plang

operator

X.

Qos Controller Mobility Management

X

AAA server

User database

SDN based Cellular
Core(control plang

Figure. 1: Thecloudlet networlarchitecturgcf. Fig. 3 in[7]).

The cloudlet network architecture, as shown in Figure 1, comprises three parts, i.e., distributed cloudlets in the
mobile network, hierarchical structure of a cloudlet, and the Software Deigiebrking (SDN) based mobile core
network[8]. We will next detail these three parts.

2.1 Distributed cloudlets in the mobile network

A tremendous number of Base Stations (BSs) have already been deployed in the mobile network and provide high
radio coverage, i.e., every mobile user can communicate with a BS everywhere. Meanwhile, with the development
of 5G technologies, the speed of thebile access network would be much higher as compared to the existing 4G
LTE system. These facts justify that deploying cloudlets (i.e., edge computing entities) at BSs in the mobile network
would be a suitable solution to provide computing resourceotnlenusers with high availability and low latency.
Specifically, each BS is connected to a cloufigtwhich comprises a number of interconnected Physical Machines
(PMs). The deployment of cloudlets is flexible, i.e., a BS can access to its local cloudlet via an access switch or
many BSs can be connected the same cloudlet, which is located at the edge of the mobile core network.

Data centers are located at remsites (which areommonlyconnected to the core netwatkectly) to provide the
scalability and availability of the system. Specifically, the computing and storage capacities of the local cloudlets are
limited, and thus they may not have enough capaditiesfficiently analyzemobile data streams. Data centers,
which supply sufficient and flexible resource provisioniogn be considered as backup units to process mobile data
streams.

2.2 Hierarchical structure of aloudlet

As shown in Figure 2, a clowatl consists of two logical layers, i.e., Avatar layer and Application VM layer. The

http://www.comsoc.org/~mmc/ 7/61 Vol.12, No4, July 2017
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Avatar layer comprises a number of Avatars. An Avatar is considered as a private VM associated with a specific
mobile user3]. Thus, each mobile user can upload its generated data to its “eriadically or upon requests.

The Avatar would prerocess the received mobile data in order to generate metadata, in which the personal
information from raw data has been parsed and trimmed, and then send them to the application VM upon requests.
The application VM layer comprises a number of application VMs, which are deployed by the application providers.
The application VMs are to retrievaetadata from Avatars, analyze the received metadata to generateveigh
knowledge, and provide the corresponding services to mobile users.

Cloudlet
( ——» Metadata retrieval request R
<+—— Metadata retrieval response
Application

Application VM 1 Application VM 2 VM layer

77777777777777777777 R R Two logic layers
in a cloudlet
Avatar Avatar we Avatar Avatar
layer

N THT
Mobile data r\Ofroaded

streams mobile tasks

Mobile user

Figure. 2 Thehierarchical structure of a cloudlet (cf. Fig. 47).

There are two methods for uploading and processing mobile data streams in a hierarchical cloudlet structure, i.e.,
passiveuploadingandproactive uploadig. Here, we provide the terrorist detection application to illustrate how the
passive uploadingndproactive uploadingnethods work.

I The passive uploadingnethod comprises five steps: 1) if a mobile user is interested in the terrorist detection
application, itcan install the application iiis Avatar. The application installed in the Avaisto conduct face
matching by comparing different photos. 2) Hetterrorist detection application VM tries to find a terrorist, it
would send a metadata retrédvequest, which contains a set of photos of the terrorist, to the Ayatiaich
have installed the application). 3) After receiving the metadata retfri@guest, the Avatar would send a data
retrieval request to its mobile user in order to obtain the recent captured photos and videos from the mobile user.
4) The mobile user would upload the corresponding photos and videos via the BS after it receives the da
retrieval request. 5) The Avatar would execute thefatat c hi ng al gori t hm by comparin
with the photos and videos uploaded from the mobile user. If matched, the Avatar would respond to the
application VM with the related metadata., the location information and time stamps of the matched photos
and videos.

1 In theproactive uploadingnethod, after the application has been installed in the Avatar (i.e:1Stgpassive
uploading, the mobile useis to proactively upload itsada in terms of captured photos and videos (i.e., the
photos and videos would be immediately uploaded and stored in the Avatar once they are captured). Once the
application VM sends the metadata retaleequest to the Avatar (i.e., St@gn passive uplading), the Avatar
would execute the faematching algorithm immediately (i.e., St&pn passive uploading

The above mentioned two methods have their own pros and tbermoactive uploadingnethodwould improve

the response time tdetectterrorists because data (e.g., photos and videos) of mobile users have already been in
their Avatars when the Avatars receive the metadata retrieval requests.. However, Avatars need to store all the data
streams generated by their mobile users. Avatars tecome heavily loaded VMs, which would significantly
increase the storage resource requirement in the cloudlets and increase the overheads of migrating Avatars among
cloudlets (which will be discussed in the next section). On the other harghsbi@euploadingmethodmay incur

11t is worth to note that each Avatar can not only analyze the data generated by its mobile user but also execute the
tasks offloaded from its mobile usdi0], i.e.,an Avatar acts two roles in the network: the data stream analyzer and
the mobile task outsourcer. This may incentivize mobile users to subscribe their own Avatars.

http://www.comsoc.org/~mmc/ 8/61 Vol.12, No4, July 2017
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higher response time as compared togf@active uploadingnethod. However, Avatars do not have to store data
streams generated by their mobile users inpassive uploadingnethod Hence, Avatars are considered to be
lightly loaded VMs, thus generating less overheads in migrating Avatars among cloudlets. Our previo[& study
focused on the implementation of tpeoactive uploadingmethod but we will focus on theassive uploading
methodin this paper, i.e., Avatars do not proactively store data streams from their mobile users.

The proposed hierarchical cloudlet architecture structure addressed laadelssu€. Specifically, each male
user 6s Avatar is considered as a private VM to faci
analyze the raw data (which are generated from its mobile user) and provide metadata (which do not contain
personal information) to the plication VM. This resolves Isstf, i.e., mobile users can obtain services provided

by the application VMs while preserving privacy of mobile users. In addition, each Avatar can be a worker node of
an application VM, which acts as a master node to digtrikvorkloads to the Avatars (which have been installed

the corresponding application) and aggregate metadata from the Avatars, and provide services to users. This
distributed computing structure resolves Is@uéy fully utilizing the distributed computinresources in the
cloudlets and significantly reducing the traffic load of the network as compared to the current way in which the
application VM directly retrieves the data from mobile users, analyzes them, and provides services to mobile users.
Moreover the distributed computing structure provisions the flexibility for the application in placing their
application VMs. For instance, if the terrorist detection application tries to determine whether the terrorists appeared
in areal and are@, it can crete two application VMs in the two cloudlets, which are located in-araad are,
respectively. Each application VM can send the metadata retrieval requests to their Avatars in their cloudlets. After
the search is completed, the application VMs careb®ved accordingly.

2.3 SDN based mobile core network

Instead of applying the traditional cellular core network architecture, which leads to inefficient, inflexible, and
unscalable packet forwarding, the SDBsbd mobile core netwoik adopted irthe claidlet network The SDN

based mobile core network is essentially decoupling the control plane from the switches, which only run data plane
functionalities. The control plane is offloaded to a logical central controller, which transmits the control ifiormati
(e.g., flow tables) to the OpenFlow switchgsapplying the OpenFlow protocfil1], monitors the traffic statistics

of the network, angbrovides Applicabn Programming Interfaces (APIs) to network management operatuus,

different mobile network functionalities, such as mobility management, user authentication, authorization and
accounting, network virtualization, and QoS control, can be added, removed, and modified. flexibly

3. Adaptive Avatar Placement

Mobile users are oami nhg among BSs over ti me, and statically
cloudlets may significantly increase the delay between Avatars and their mobile users. Note that delay is an
important factor to determine the QoS of many riehpplications. On the other hand, if the Avatar always follows

[0

p o :

its mobile userds movement ( €l.dgs. ,c oovrecr ea g 0 |mQO Rialv @ md gpe rB&dr

its Avatar would migrate from the cloudlet, which is associated witkl Biito the cloudlet, which is associated

with BS-2, accordingly), a significant amount of migration overhead will be generated during the Avatar migration.
The migration overhead may degrade the performance of the Avatar in executing applications becaudarthe Ava
migration requires a significant amount of bandwidth resource anehegligible computing as well as memory
resource of the Avatdf 2], [13]. This may deprive the applications (which run in the Avatar) with less computing,
memory as well as bandwidth resource during the Avatar migration, thus degrading the performance of the
applications. The migration overhead of an Avatar is then modeled as a function of Avatar migration time and the
resource requirements of the Avatar (before the migrafibd]) Note that longer migration time implies that the
migration consumes more resource of the Avatar, and thus may degrade the performance of applications (which run
in the Avatar).

We consider the gain of the Avatar migration to be the-térieind (E2E) delay reduction between the Avatar and its
mobile user and the cost of the Avatar migration to be the migration overhead. Thus, we can formulate the Avatar
placement problefras follows:

Given 1) each mobil e us the I6cationl obtieeadBS that noversriheé mabidetusen) in (heé nexd . ,

2The Avatar placement problem is to determine the location of each Avatar (i.e., eachigwydé®ed in which
cloudlet) for each mobile user in the next time slot. If the location of an Avatar in the next time slot is different from
that in the current time slot, we say the Avatar should be migrated into in the new location in the neat.time sl
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time slot; 2) the average E2E delay between each cloudlet and each BS; 3) the capacity limitation of each cloudlet
(i.e., the maximum number of Avatars hosted by a cloudlet).

Obtain the placement indicator of each Avatar (i.e., ®

cloudletj; elsew ) in the next time slot.
Objective maximize the profit (the gain minus the cost) of all the Avatar migrations.

Constraints 1) each Avatar should be placed in only one cloudlet B.ey
assigned to each cloudlet cannot exceed its capacity§(i®.,

p indicates mobile userd s

Avatar

i s hosHt

p); 2) the total number of Avatars
i , wherei is the capacity of cloudlg}.

The detailed formuléon of the Avatar placement can be found1s]. Note that the Avatar placement problem can

be formulated as a mixed integer linear programming problem antecaolved by applying CPLEM5]. In order

to demonstrate the performance of the PRoflt Maximization Avatar pLacement (PRIMAL) strategy (i.e., the solution
of the mentioned Avatar placement problem), we compare it with two other strategies, i.e., Static and Follow me
AvataR (FAR), via simulationsThe idea of the FAR strategy is to minimize the E2E delay between an Avatar and
its mobile userby assigning the Avat to the available cloudlet (i.e., the cloudlet has enough spaoestthe

Avatar), which yields the loast E2E delayThe Static strategy is to avoid the migration cost, i.e., the locations of
Avatars do not change over time after they are initiallplaleed. The detailed simulation setups can be found in

[14]. Figure 3(a) shows the average Round Trip Time (RTT) between mobile users and their Avatars laycurred
PRIMAL, FAR, and Static, respectively. Figure 3(b) shows the average number of migrations and the average
migration time incurred by PRIMAL, FAR, and Static, respectively. We conclude that, from Figure 3(a) and 3(b),
PRIMAL can achieve the similar awge RTT as compared to FAR, but it incurs fewer number of Avatar
migrations and shorter average migration time. Note that although Avatar migration is not triggered by Static, the
RTT incurred by Static is unbearable.
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Figure 3: Simuldion results
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In this paper, we have introduced the cloudlet network to bring the computing resource from centralized cloud to
mobile users in order to minimize the delay between mobile users and computing resource. We have also designed
the hierarchical structure to address Isduand Issue .
Avatars among edge computing cloudlets to resolve 13siée have also proposed the green cloudlet network by
introducing green energy into théoadlet network to reduce the operational cost of maintaining the distributed
cloudlets[16] and we have designed the eneegyare Avatar migration strategy to fulljilize green energjl17],

[18].
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1. Introduction

Mobile cloud computing (MCCprovides computing services to mobile devices to enable them to perform their
computatiorintensive applicationsBy utilizing cloud computing services, the limited processing power of mobile
devices is no longer laarrier for the rapid development of future applications. The mobile devices can offload their
computation tasks to the cloud serverbémefit from powerful computing resources, save their battery power, and
expedite the task executiomhere are variaicloud-assisted mobile platforms including ThinkAll] and MAUI

[2] that realize computation task offloading in mobile environméltts. module making the offloading decision is
called thetask schedulerThe task scheduler dynamically makes an offloading decision upon arrival of &ntask.
order to fully exploit the advaages of MCC systems, the design of an efficient task scheduler is crucial.

Computation task offloading in MCC has been widely studied in the literdtui8], the authors developed an

offloading decisionstrategythat aimsto minimize the energy consumptiarfi a mobile device while meeting a

latency deadline. 4], the authors proposed anergydelay awarenechanism focomputation task offloading in

MCC systemsAlthough the proposed mechanism addresses the edelgy tradeoff, all computing tasks face the

same tradeoff betweesnergy consumption and delay regardless of their different semsgidtdelay. In[5], the
authorsdesigned acentralized controller hosteoh cloud servers and pt i mi zed the mobile us:
decisionsby minimizing the overall cost. An applicatieaware computation offloading mechanittmt balances the

tradeoff between energy efficiency and responsiveness of mobile applicatsngroposed i6]. In [7], the

authors studied energpfficient computation offloading under a completion time deadline constraint.

An efficient task scheduler should tatkee energy saving obtained from task offloadamglthe delayof a taskinto
account to arrive at the optimal offloading decision. Howeves,aforementionethsk schedulerdo not consider

the heterogeneous latency requirements of different éeagitive applicationsn this paper, we design an efficient
task scheduler by using an optimization frameworkQkeltes the energy consumptianddelay into account. We
consider both delagensitive and delatplerant applicationsind address their different latency requiremeWte

then evaluate the performanoéour proposed task scheduler through numerical studies. We further compare the
proposed task scheduler withhinkAir [1] and MAUI [2] and illustrate its superiority in terms of energy
consumption and delay for delagnsitive and delatplerant applications.

2. Dynamic Task Scheduler
In this section, wdirst introduce tle systemmodel of a mobile deviceWe then design the task scheduler using a
utility maximization framework and obtain the optimal offloading strategy.

To model the task scheduler, we considquauing system with two servers, as illustrated in Eighe first server

is the centralized processing unit (CPU) of the mobile adeaind represents the localkascecution. The second
server, which is the wireless interface (e.g., WiFi, L-disgm Evolution (LTE)), is used to model the task offloading

to the cloud serversWe classify the mobile user's workload into three categories: Offloadable computing tasks,
CPU workload, and network traffidve assume that thearrive according to independelRbisson processes with
rate_ ,_, and_ , respectivelyThe offloadable computing tasks can either be processed by the local CPU or be
offloaded to the cloud servers, while the other workloads have to be processed by their allocated\&=damote

the size of each tadly & (in bits) and itsprocessing defity by[ (in cycles/bit), which is the number of CPU cycles
required to process a unit bit of datde modeld andr as random variables that folloprobability density
functiors (pdf)"Q & and™QT , respectively. The service time in the CPU g0, whereo is the CPU processing
capacity (in cycles/time unitgimilarly, he service time in the wireless interfacé&fs, where' (in bits/sec) is the

data rate of the wireless interface. We consider a slow flat fading wireless channel model and assume that the data
rate of the wireless interface remains constant during the transmisséotasi. However, is a randonvariable

with pdf"Q * . We further assume that the data rate is known tedheduleupon arrival othetasks
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Figure 1. The task scheduler and queuing system of a mobile device

We model thesensitivity of each task tdelay by a parametes which depends on thtgpe ofapplication[8]. The
value of—follows pdf"Q — andis known tothe scheduleupon arrival of the taskA large value of—+epresents
applications with stringent delay requirements, whereas applications-wititare tolerable to delay.

We now introduce the offloading decision indicator to indicate whether or not a task is offloaded. We denote the
offloading decision indicator foa task of sizel with processing density and delay parameterwhen the data rate

is* ag O h-H N mip.Weset ai h-H  p whenthe task is offloadetb the cloud servers. We also denote

the probability of & h-H  pby“ af h-H N 1dp . We further define the offloading probabilityas the
averageprobability that a task is offloaded to tbleud servers. We have

‘ “ off R ACxpr G h-A h (6
A

whereACy ;G h-H s the joint cumulative distribution function of random varialiigs, —and' .

The task scheduler makes the offloading decisions based on a utility maximization framework. The utility is the
weighted sum of the ergy consumption saving and delay improvemebtained by offloading the tasko the

cloud servers. It reflects the benefit of computation task offloadingfiMtedefine the energy consumption saving

as the energy consumed in the CPU to execute theniasis the transmission energy required to submit the task to
the cloud serverdVe follow the energgonsumptiormodels usedh [4] and[9]. The energy consumed in the CPU

to executea task of sizét and processing densityis Il @0, wherell is a constananddepend on the CPU model
Similarly, the energy consumed to transmit a task of gipethe cloud serversiis & , wherg depends on the

type ofthe wirelessnterface.

We further determinghe delay improveménwhich isthe difference between the time required to compdtesk
locally and the time spent to process the task in the cloud seWerfirst obtain the delay a task experiences if it is
offloaded to the cloud servers. Vilesume that the clowrvers are located in clopeoximity of the mobile device.
Thus, the delay consists of the following terrttee queuingdelay of the wireless interface, the tinmmequiredto
transmitthe task to the cloud serveedthe processing timi the claid severs to complete the task. Notice that
the time required to retrieve thesults from the cloud servers is negligiblece the downlink rate is usually much
higher than the uplink ratés shown in Fig. 1, the arrivalt the wireless interface queue caissdf two workloads:
the offloaded taskshat arrive accordingto a Poissorprocess with raté_ when the offloading probability is
given, and the network traffic€ombining these two independdPbisson processdsrms another Poisson process
[10] with arrival rate" _  _ . Thus,when” is a given constanwe model the wireless interface queue as an
M/G/1 queuing systemLet0d “ andi oI denotethe waiting time and the service tiroéthis queue
respectively.The queue is stable‘if_  _ pMM i holds whereM i  denotes the mean service time. In this
case, thenean waiting timean be obtained usirige Pollaczekhinchin formula[10] and is as follows:

“ wi

MO ¢ — 8

¢p _ _ Mi
In addition to the queuing delay and service time, we consider the time required to process the task in the cloud
servers and denote it by aif [ @ , whered denotes the processing capacity (in cycles/unit timghef
cloud serves. Thus given“, if a task is offloaded, its total delayMs0 “ i an i aff .
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Similar to the wireless interface queue, we obtain the delay to perform the task locally in the CPU queue. The CPU
queue is arM/G/1 queuing systm with arrival ratep  “ _  _, when" is given We alsodefine0 “ and
i & as the waiting time and service time, respectively. According t&thiaczekKhinchin formula when the

queue is stable (,ep “ _ _ pAM i ), the mean waiting tima the CPUqueue is given by:
“ M
Mo P == -
cp p - = Vi
Moreover, the service time of a task of sizand processing densityis i aff [ @03. Thus, giver!, the delay

introduced by performing the task locallyMs) i af .

We now calculate thelelay improvemenbbtained by offloading the task to the cloud serv&isen offloading
probability“ , the delay improvement, denoted byitt i H , is as follows:

taRHARE MO i o Mo o« I N '
As mentioned earlietthe utility consists otthe energy consumption saviagd delay improvementGiven*, we

denote theutility obtained from offloading a task of sizewith processing density and delay parameteras
0 &ff h-H whenthedata rate is . We have

6 aih-A — — —faihkA .
The schedulemakes the offloading decision upon arrival of each task thighgoal ofmaximiang the utility

obtained from offloading the taskotice that if a task is performed locally (ife. & h-H ), the utility is
zero. Thusthe task scheduler solves the following problem:

| AGET E GlR 6 Gf i

AAAAAAA yids ! @
OOAAADBRHE N mip 8
Let] * off h-H denote the optimal offloading decision indicator. By solving prok@yrwe have
: o ph EFE GhihH m
AT R T OEA B EOA ®)

To obtain the optimal offloading decision indicator, we need to know the offloading probabi#itcording to(3),

if the utility obtained from offloading a task is noegative, the scheduler offloads the task to the cloud server
This happens with probability af h-H . Thus,* dff h-H  pif 6 aff A 1= We define the offloading
region" “ asthesetof aff h-H suchthat &ff h-H T i.e.,

u o« GihH Na s6 GihH 18
We now obtain the optimal offloading probabilitythe following theorem.

Theorem 1 The optimal offloading probabilifydenoted by *, can be uniquely obtained by solving the following
equationwhen we substitute i h-H into (1):
“ “ o h-H AOppp off h-H AOqrp o h-H 8 )
A u z

Proof. Please refer tfiL1] for the proof of Theorem.1

3. Performance Evaluation

In this section, wenvestigate the performance of the proposed task scheduler. We assume that the mobile device
has a CPU witltlock speed p& GHz We furtherassumehatafi hand—follow uniform distributiors in [100

B, 1 MB], [100, 3000] cycles/bit and [0, 5], respectively, while we fix ¢ Mbps. The other simulation
parameters are p 1t TMY/se¢ ¢ @ TiW/sed4],_ T8t Y_ mdt ¢ganddé 1 GHz.

We compare the performance between our proposed task scheduler and task scheduling policies BhinkAir
ThinkAiri D, andThinkAiri ED proposed irf1]. ThinkAiri E prioritizes energy conservati@nd offloads theasks

if the energy consumption is expected to improvhinkAiri D optimizes the offloading decision in order to
expdlite the execution of the tasks. HowevEhinkAiri ED is an energydelay aware offloading mechanisamd
offloadsthe computing tasks only if both the energy consumption and the execution time are expeunfdve.
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Figure 2. The average delay per task and the corresponding average energy consumption per task versi
arrival rates of the computing tasks

We further compare our proposed task scheduler with MRUITo make an offloading decision, the MAUI solver
aims to minimize tyrtensumgtibnisubgecttd & latency eahstraire. mhe sodver ensures that the
total delay experienced by each tafbes not exceed an applicatidependent constant delay, denotedibyn

order to compare our proposed scheduler with MALH seth pX¥—for each application.

Fig. 2 illustrates the average delagnd theaverage energy consumptitor different arrival rates of the computing
tasks.The proposed scheduler substantially outperforiigkAiri D in terms of energy consumptioRurthermore,
our proposed scheduler consumes slightly more en#rgyg ThinkAiri E, however, it is better able to medie
requirements fodelay-sensitive tasks. As can be observed from Figu2 proposed scheduler reduces the delay by
80% and 40% compared to ThinkAE and MAUI, while it only consumes 17% and 7% more energy, respectively

Fig. 3shows the average energy consumption per fastlifferent schemeand the corresponding average delay
We vary the delay parametedrom 0 to 16 to investigate the tradeoff between the energy consumption and delay
for different applicationsThe proposed scheduler consumes more energy than ThiEkaiexpedite the execution

of delaysensitive tasks, while tehaves similar to ThinkAiD when—is very large Moreover for delaytolerant
tasks the proposed task scheduler consumes the same amount of energy as JhinkAir

=10* [ { ThinkAir D
# = 10 |—=—Proposed Scheduler||
QO ThinkAir-E

Average Energy Consumption per Task (J)

Average Delay per Task (sec)
Figure 3. The tradeoff between the energy consumption and delay

4. Conclusion

In this paper, weproposed a dynamic task scheduler for computation task offloading in MCC systems. We
considered botlielaysensitive and delatolerant applicationsind designed the task scheduler based on a utility
maximization framework. The proposed scheduler arrivéheaoptimal offloading decision when maximizing the
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utility obtained by using the cloud computing services. We further investigated the performance of the proposed task
schedulerirough numerical experiment®ur resultshowed that the proposed taskeduler outperformexisting

task scheduling policies in terms of energy consumption and détag. details of the design of the task scheduler

as well as additional simulation results can be fourjdIh
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1. Introduction

The Internet of Things (loT@nvironment will encompagdsllions of devices that are expected to generate more than
two Exabyte of data per d4§]. Fog computing is a promising approach to perform distributed computation and
caching for supporting 10T applications such @-driving vehicle communications and drone flight control as well

as enabling augmented reality (AR) or virtual reality (VR) servig®ls To meet the ultrdow latency
communication and computing requirements of sapplications relying oncloud computingwill no longer be
possible dudgo the rounerip delayneeded taeach the cloud data center. Thus, fog computing has been proposed
as an extension of the c¢cloud comput tiomtties suchm as fcazhing,c o mp u t
control, and computing are migrated to edge fog n¢@esTherefore, by pooling the computing resources of fog
nodes located iproximity of one anotheat the edge of a wireless netwoflig computing can achieve lelatency

data transmission and computation.
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Fig. 1: Example of distributed fog computing and its integration with cloud computing.

To enable lowatency fog computing, a fegentric radio access network (FRAN) architecture was introducig].in

Fig. 1 shows an illustration @h FRANbased fogcomputing network consistingf fog nodes ana centralcloud

that operates a clotlthsed radio access network (CRAN).Fig. 1, fog nodes can be clustered for pooling their
resources. Therdistributed fog computings used to process the computing tasks of a fog node with low latency.

For instance, the user of a fog node can run a big data application that requires highly intense computing tasks. If the
fog node does not have sufficient computimegources, it cafind other neighboring fog noddbkat have idle
computingresources that they are willing to shakéer discovering the neighboring nodes, the computing tasks can

be distributed to the neighbors and computed in a distributed way to achieve low comalutatemcy. Also,

caching at the fog layeran be used to reduce the computational latency. For example, in Fig. 1, fog nodes can be
associated with a fog access point (AP) that has a localstiatage that it can use for cachinghenever a
computing tak of a fog node needs to have input data, it is possible that the data is not stored at the fog node. In this
case, caching the data at the fog AP can reduce the data transmission latency, thus resulting in a low computational
latency. Moreoverin an FRAN caching can be done by any fog node having a data storage. Thus, whenever fog
nodes perform the functions of caching or computing for other devices including many IoT home appliances or
sensors, low computational latency carabhkieved, if the system pgoperly designed.

2. Online Optimization Frameworks for Fog Computing

Fog computingwill generally need to operate in highdynamicnetworkingenvironments. For instance, distributed
computing can be performed among heterogeneous fog nodes such tph@emes:; tabletsgnd other loT devices
and embedded systen¥herefore, ceexistingfog nodes may have different computing resources. When those fog
nodes participate in distributed computing, each fog node istalitelividually control and managits computing
resources. In consequendbe amount of shared computingsourcesof a fog node can beontrolled by each
individual fog node. In this caseahe fog network will generally not be able to know, in advanie,available
computing resource sharbg each fog node. Also, fog nodes suclihasdheld deviceand vehiclezan be mobile.
While fog nodes are moving, if a fog nod®ves beyond a maximuoommunication distancé, will no longer be
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able tojoin the fog computing network. Therefore, fog nedan dynamically join anidave a network and, thus,

is challenging to knowa priori, the fullinformation on the location and the future availabilityddferentfog nodes.

Thus, complete information on the fog computing environment is not always known to the involved fog nodes.
Under such lack of information availability, fog nodes will not be able to use conventional offline optimization
techniques, for computingask distribution, or caching purposes, as such techniques typically require at least some
form of information availability (full information or statistical) at the level of each fog ndtlas, to capture the
dynamically varying and largely uncertainvdonment of fog networks, one can rely on the powerful tools of
online optimizatior{4]. In online optimization problems, newly updated information is revealed to the system in a
sequential manner. The sequentiallyivaing information becomes the input of an online problem. Thus, unlike
offline optimization problems, online problems can be updated according to the input. Therefore, when an input is
initially unavailable and revealedequentially, an online algorithm ust be usedfor decision making and
optimization purposeddence, for an online cost minimization probl&nwhen an input sdtis given in an online
manner and the online algorithm yields feasible ou@nitthe objective function can be shown@&$, Oa) whereC

is a function of the online input and the output of the algoritim

For an online algorithm solving the online problem, competitive analysis can be used to measure the performance of
an online algorithm. Using competitive analysis, the performance of the optimal offline algorithm is compared to the
performance of the onlealgorithm, and the ratio between online and offline algorithms is knowrtas getitive

ratio [5]. For instance, for a cost minimization problem, the costs of an online algorithm and optimal offline
algorithm aredenoted byALG(1)=C(1,04) andOPT(l)= min C(l,0a), respectively. Then, the competitive raticcis
satisfying®d 6 0 "OF0 0 "OH "®Wheneverc=1, then the online algorithm and offline algorithm achieve the
same performance. However, optimality cannot be readily achieved in online since the online algorithm is run
without having the complete knowledge about the future events. Thus, the goallopo&yenline algorithms is to
minimize the value o€ in order to achieva suboptimal solution whose performance is as close as possible to the
optimal, offline approachAlso, when an input is given, the decision should be determined by an onlinghatgori
before the next input arrives. In practice, the input arrival interval can be very short. In that case, the online
algorithm needs to have low time complexity to make a decision in real time. Particularly, using a lew time
complexity algorithm can fuiner reduce the decisiemaking latency, thus helping to achieve the dibia latency

in fog computing. Thigrovides a key rationale for adoptingline optimizationsolutions for distributed and real

time fog computingln the next section, we introduéeg computing applications in which online optimizatiools

are a natural choice.

3. Applications of Online Optimization

3.1 Fog Computing for loT Devices

The loT environment will include many small sensors for smart home. smart building control systarh,
transportation, and even wearables tiaat delivera wide range of services to teadusers.Considering a network

that consists of a sensor layer and a fog layer, the 10T sensors with low computing power will generally seek to
offload their comptational tasks to other fog nodes in the fog layer such as smartphones or APs. By doing so, the
tasks from the sensors can be computed with more powerful compesiogrces provided lthe more capabléog

nodes. The tasks are first offloaded from senswis certain fog node. Then, the fog node that received the tasks
initiates distributed fog computing. This node will be referred to as the initial fog node. To compute the tasks over
the fog network, the initial fog node distributes the received taskshier neighboring fog nodes. During task
distribution, the transmission latency can be defined as the sum of the waiting time before the tasks are transmitted
and the wireless transmission delay incurred by the transmission from the initial fog nodth&r fog node. Once

a neighbor successfully receives the tasks from the initial fog node, the computation procedure will further incur a
computational latency that includes the waiting time in the computational queue and the actual processing time.

In this typical use case of fog computing, the initial fog node first needs to select an optimal set of neighboring fog
nodes and distribute the tadksthis selected set s to minimize the latency. However, in practice, neighboring

fog nodes can dynamidgljoin and leave the fog computing network. Therefargjvenfog nodewill typically not

be ableto know when neighboring fog nodesll join the network and also where those neighboring nodes are
located. Thus, when the arrival of neighboring fog nagescertain, the information cannot be known to the initial

fog node. This uncertainty of the location and the order of arrival of neighboring fog nodes can be modeled as a
sequential input of an online optimization problem. Then, an online optimizptmviem can be formulated to
minimize the totatomputationalatency defined as the sum of the transmission latency and computational latency.
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Fig. 2 Maximum latency (computation and transmission) when tasks are offloaded to neighboring fog nodes and cloud. The
transmission latendy the cloud increases with that is the distance between the initial fog node and the base station that is
connectedd the cloud.

In [6], the fognetwork formation and task distributigammoblems are jointhstudiedto minimize the maximuntotal
computationalatency when the initial fog node can offload tasks to neighboring nodes and cloud. To enable the
initial fog node to form docal fog network when tharrival process ofieighboring nodes is randomly determined,

an online frameworlbased on th@nline seretary problemis proposed ir[6]. In secretary problems, while an
interviewer meets the applicants in a random sequential order, the interviewer should determine whether to hire the
applicant or not. If a candidatenst hired, the interviewer cannot recall the rejected applicant. By using the analogy
between the secretary problem and the fog network formation problé®j, ime propose@n online algorithm that

first observes thperformance of some fog nodes and select the fog nodes by using the information gathered during
the observation stage. This algorithm also repeatedly optimizes the task distribution whenever new fog node join fog
computing. The simulation result in Fig.shows that thenline algoithm can successfully minimize the latency

while achieving the latency that is similaio the optimal latency that can be found by the offline algorithm using
complete information of neighboring nodes. Fig. 2 also shows thahwhe transmission latency to the cloud
decreases by changing the distance to the diefldm 400m to 300m, the maximum total latency can be reduced

for all network sizes. In this work, to formulate the online optimization problem, the uncertain location and future
availability of neighboring fog nodes are modeled as an online input. Thigeagproach can be extended and
applied for networks with moving fog nodes, eayitonomous cargr unmanned vehicles. In such scenarios, due to
mobility, fog nodes are unable to know the future location of neighbors as well aso the time duratiochtifieg ea

node can dedicate for participation in fog computing. Thus, online optimization can be used for moving fog nodes to
solve fog network formation and task distribution problems. Naturally, other similar 0T scenarios with uncertainty
can be modeled &ionline optimization.

3.2 Caching Fog Computation

In fog computing, fog nodesan further reduce thelatency by caching the input data needed to process their
computational operations.h& computationaloperation of the applicatiorunning ona fog node can haveone
corresponding inputlata(e.g. one file) In this casethe goal is to fetch the necessary input data, ancc#ubking
technique can beiewed as data caching For such data caching, an interesting informattworetic latency
analysis isprovided in[7] when the contents are delivered through a fronthaul and a wireless channel. In this
analysis,it is assumedhat the set of popular file is static; thus, it can be seen as offline caching. However, if the
popularity of data changes within a short time interval, the data requests can be modeled as an online input. For
scenarios in which fog nodes are unablertovk full knowledge on user requests, online optimization can be used to
develop online caching strategy. For instartbe work in[8] proposes an online scheme to minimize the data
delivery time by replenishingthefy nodebés cache and scheduling the del i ve

In contrast to data cachirig which any giveroperation has a single input set, a more realistic scenario will include
multiple filesthat can possibly beised for processing @mputational operatioat a fog node. Then, from those
files, an operation can seleat specific fileas input data When each inpufile represents the computational
intermediate resuliR) of anoperationfog nodes can cache the computatiorstoyingthe possible input filesand

this caching technique can be viewedcamputational caching@]. If the computational operatioralow reusing

the IR from previous computational operations, computational caching can béousstlice the computational
latency at a fognode Therefore, by downloading IRs from neighbors, the fog node can avoid redundant
computation, and the computational latenap te reduced. However, since downloading cached computation from
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neighbors incurs an additional cost due to transmission latency, the fog node should properly decide whether or not
to download IRs. Also, in computational cachittyg uncertain arrival orer of different computational operations

can be modeled as an online input. Therefore, under uncertain future computation, we can consider the online
computational caching problem that minimizes the transmission and computational latency where an online
algorithm makes the downloading and caching decisibhis online computational caching can be applied to video
applications. When the randomness of content requests is modeled as an online input, the online data caching can be
used to fetch the requestedta with low latency. Furthermore, by using online computational caching, the fog
nodes can download the requested data in the form of IR from the neighboring nod; thus further optimizing the
computational latency.

3.3 Caching at Energy Harvesting Fog Ked

To reduce energy consumption of fog computing, mobile network operators can deployvesiffog APs that use

the harvested energy from ambient energy sources, e.g., solar or wind. Howeveselivhewered fog APs are not
connected to the conventidmower grid, they can be turned off due to the unexpected energy outagethEhiasg),

network may no longer be able to use the data cached at APs that are no longer operational due to power outage.
This uncertainty on energy harvesting makes it verylehging to operate seffowered fog computing networks.

To partially address this challengde problem ofmaximizing the caching payoff of sgibwered APs is studied in

[10]. In this work, the proposed algorithm enables-pelfiered fog APs to decide whether to accept the arriving
requests from users and also whether to cache the downloaded data. While it is assumed that the energy level of APs
increases by a constant unit[ir0], in practice, the energy arrival process can be randomly determined. Thus, it can

be difficult to know the future energy status. Here, the randomness of energy arrival can be modeled as online input
[11]. By doing so, an online problem can be formulated to minimize the latency wheroselfed fog APs decide

whether to cache the data. Similarly, if fog nodes use energy harvesting, the online energy arrival can be applied to
otherapplications. For example, sgdbwered fog nodes can be used to relay the data traffic to a server. Then, the
uncertainty of the harvested energy is modeled as the online energy arrival. Therefore, one can consider an online
problem that optimizes the ®@arouting path when the energy states of fog nodes are uncertain. As such, online
optimization provides powerful mechanisms for handling uncertain energy arrivals in energy harvesting fog
networks.

4. Summary

In this paper, we have introductte framewok of online optimization as powerfultool for operating distributed

fog computing networks in dynamic and uncertain environments. In particular, we have discussed three key
applications of online optimization for fog computing. First, we have shownomiine optimization can be used to

study distributed fog computing when the location and presence of fog nodes have uncertainty. Then, we have
shown that online optimization can be used to enable caching in fog computing when future caching requests are
unknown to the fog nodd-inally, we haveshown that online optimization can be used to perform caching at energy
harvesting APs when the energy arrival at the-gelfer fog AP is randomin summary, online optimization tools

are expected to play a key ratefuture fog computing networks primarily due to the need for low latency operation
andthe online models that capture the dynamic and uncertain environments.
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1. Introduction

MEC is an architectural model and specification proposal (i.e., by European Telecommunications Standards Institute
- ETSI) that aims at evolving the traditional tdayerscloud-device integration model, where mobile nodes directly
communicate with a central cloud through the Internet, with the introduction of a third intermediate middleware
layer that executes at -salled network edges. This promotes a new thager devee-edgecloud hierarchical
architecture, which is recognized as very promising for several application domains [1]. In fact, the new MEC model
allows moving and hosting computing/storage resources at network edges close to the targeted mobile devices, thus
overcoming the typical limitations of direct clod@vice interactions, such as high uncertainty of available
resources, limited bandwidth, unreliability of the wireless network trunk, and rapid deployment needs.

AlthoughvariousMEC solutions based otixed edge€nable an increase of thqeality and performance of several
cloud-assisted device servicagjrrently there are still severabnnegligible weaknessahat affect this emerging
new model First, the number of edges is generally limitestauseedges are deployestatically (usually by telco
providers) and their configuration and operatiotroduce additional costs for the supported services, such as
deployment, maintenance, and configuration costs. Second, once deployed, edges aredguelyedydue to the

high reconfiguration cogtin other positions and this mighesult in high inefficiency e.g., as service load
conditions might significantly changedynamically Finally, some geographical areas midggicomeinteresting
hotspots fora service only during specific time slptsuch as a squati'coming crowdediue to an open market
taking place only at a specific timeslot and day of the week

At the same time, the possibility to leverage people roaming though the city with their-seimsteviceshas

recently enabledMobile CrowdSensing (MCS). In fact, by installing an MCS application, any smartphone can
become part of a (larggcale) mobilesensor network, partially operated by the owners of the phones themselves.
However, for some higdemanding MCS applications (e.g., a surveillance service that, for security purposes,
monitors an environment with smartphone cameras that capture phatos/eiithe surroundings and exploits face
recognition to trace suspicious users6 movements), reg
perform the requested local tasks, in particular if considering their possible immersion i éigtibnments with

possible frequent intermittent disconnections from the global cloud.

In other words, we claim that there are several practical cases of large and growing relevance where the joint
exploitation of MEC and MCS would bring highly signdist benefits in terms of efficient resource usage and
perceived service quality. However, notwithstanding recent advances in both MEC and MCS, to the best of our
knowledge, only a very limited number of seminal works has explored the mutual advantdmegointtuse of

these two classes of solutions, and they are mostly focused on pure technical communication aspects without
considering the crucial importance of having humans as central contributors in the loop [2, 3, 4].

The papereports some researaeas and findings in a brand new area that weHathardriven Edge Computing
(HEC) definedas a new model to ease the provisioning and deployment of MEC platforms as well as to enable more
powerful MEGenabled MCS applications. First and foremédEC eases the planning and deployment of the basic
MEC model it mitigates the potential weaknesses of having only Fixed MEC entities (FMEC) by exploiting MCS to
continuously monitor humans and their mobility patterns, as well as to dynamicédlgntéy hot locations of
potential interest for the deployment of new edges. Second, to overcome FMEC limitbtt®senables the
implementation and dynamic activation of impromptu and temporary Mobile MEC entitfe<]¥hat leverage
resources of locally availablaobile devices. Hence, a?HIC is a local middleware proxy dynamically activated in

a logical bounded location where people tend to stay for a witterepetitive and predictivenobility patterng5],

thus realizing a mobile, opportunistic, and partiappaiedge node. Third, given thatELC, differently from FMEC,

does not implement powerful backhaul links toward the core clddiiC exploitslocal onehop communications
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and the storeand-forward principle by using human@noving with their devicesps VMtontainer couriersto
enable migrations between welbnnected FMEC and local3®@C.

2. BoostingMobile Edge Computingthrough Human-driven Edge Computing

We refer to thescenarisshown inFig. 1. It extendghe usual threéayer deviceMEC-cloud hierarchical architecture
(based on the interposition of FMEC entiti@g)h the addition of theew MPEC entity. Indeed, the MC@pproach
combined withthe seamless trackingf volunteergmonitoring both their mobility and their performance in terms of
completion rates of assigned sensing taakevs ta i) identify the optimallocations wherg@eopletend tointeract.
Such locationgasethe effective deployment of FMEC and?BLC. Furthemore, it allows tdi) selectof thoseusers
willing to host MPEC. Such users aets local access points to the hierarchical HEC.

We experienced witthe ParticipAct MCS living lalj)6] in order to clarify the effectiveness of architecture proposed.

We learnedfrom ParticipAct thatsome locations aggregate people duringrelday $uch locations are indeed ideal
candidategor the FMEC, see E E;, and E in Fig. 1) At the same time some locations becatveonly during

shorter and different timesk{e.g., Pand R from 9:00AM to 10:30AM, while Ris frequented only from 4:00PM

to 6:00PM). These latest areas, out of the highly frequented people paths, would highly benefit of being served by a
local (in time and space) #C, while it would be inefiient and overprovisioned to have additional FMEC there

(see Fig. 1).

Fig. 1: FMEC, MPEC, and couriers in our HEC model.

Another interesting aspect we learned from the ParticipAct MCS living lab concerns HECs. They exploit
opportunistic interactionamong devices orderto enable the migration &firtual Machines (VM)/containersThis
feature can be achievda) leveraging humarcouriersmoving from/to different FMECs (see Fig. 1) [7]In our
reference architecture, devices can interact thraunghop ad-hoc communicationsSuch interactions are possible

by using shortange network interfaces, suchBisietooth (i.e., up to 25m), ki configured indirect mode(i.e.,

up to 150m)pr theL TE-directtechnology(i.e., up to 500m).

Similarly to the paadigm adopted with thBISN, courier devices automatically down/upload VM/containers from

the FMEC as soon as they are cles@ugh to another device in order to transfer dataurn, devices carshare

data gathereffrom otherdevices roaming in the sanW’EC (see dotted lines in Fig. Befer to Section 3 for the
selection criteria of thenost suitable human couriers

Without claiming completeness and due to space limitatiarthe following we briefly overviewthe current state
of-the-art in the main relatedields. Focusing on architectural aspects of HEC, the MEC/fog literature has already
produced some relevant modeling work and some seminal design/implementation results. Narrowing to efforts close
to ours, as reported in [1], some firspkoratory research activities have considered cooperation issues between edges
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and the core, but only a very few works concentrated on the opportunities of having cooperation between devices and
the edges. Considering MCS as application scenario, [2]3mitdpose to enhance the MCS process by leveraging
intermediate MEC nodes, namely, FMECs, to boost data upload from mobile nodes to the infrastructure [2] and to
provide more computing/storage capabilities closer to end mobile devices [3]. A very reterteeesting work, the

closest to our HEC concept for what relates to enabling more collaboration between eHittiagarbat edges is [4]:

it proposes not only to have the traditional talsberti cal
an fAhorizontald coll abor at i on -htceommanicationg hawever, itenegleast t h e
humans and social/mobility effects, namely, there is no idea to dynamically identify and impromptu?©as &

in our novel HEC propas.

Finally, concerning thesystem andhe implementation aspects, only a very few research actiate®cused orthe
migration ofVM/container on MEC middleware for mobile services over hostile environmierigsworth to notice
that such activiéis are elevant aspesif modern CPSAuthors of[8] highlight the limitations of traditional live VM
migrationbased oredge devicesThey propose hve migrationapproachn response to client handoff in cloudlets,
with less involvement of the hypergisand at the same time, bgromoting migration to optimal offload sites
Authors also discuss how tadapt the system to tlshanging network conditions and processing capatitg. work
described if9] presents théogletsprogramming infrastructureSuch infrastructurdnandlessomemechanisms for
quality/workloadsensitive migration of service components among fog nédexher interesting work is reported in
[10]. It proposes the usage dbudletsto support mobile multimedia services andadjust the resource allocation
triggered by runtime handoff€oncerning the handoff evaluation, the authord df study the handoffonditions in
relation to variousspects such asgnal strength, bit rate, number of interactions between cloudlets aniatessoc
devices Finally, [12] proposes a mutagentbased code offloading mechanisthadopts aeinforcement learning
and code blocks migratidn orderto reduce both execution time and energy consumption of mobile devicdse
best of our knowledgehese papers explothe integrated management of handover operations with VM/container
migration However, none of thentonsiders theossibility of exploitingp e o p | e s és stdrage/VM/m@r#ainer
couriers

3. Mobile Edge Computingextendedthrough the Crowd
We first overview the HEC architectuss well asts main components arfdnctionalities. Thenywe presentsome
guidelines and engineering tradeoffs for the selection of FMEEQylandof thehuman couriers.

3.1. The Reference Architere of the HEC Middleware

HEC extends the emerging MEC thileger hierarchical architecturén particular, we considewo types of MECs,

namely FMEC and REC. By focusing on our HEC middleware at mobile devices, we distinguish between regular
mobile derices (capable of working only as service clients) and powetévlices (which may be promoted
dynamically to host virtualized functions and to serve 88®Inodes)In our current implementatigrwe identify a

number of powerful devicdsased orthe hardvare and software featurés. tablets or laptops that are locally paired

with smartphones)t is worth to notice thathe evolution trend of mobile/embedded devices is such that the potential
set of mobile nodes that can be promoted t&®at runtime i®ver increasingUnder this respecsome interesting
benchmarks shothatalso RaspberryPboardscan adequatelyun OpenStack++ middleware [13]Ve considerthat

our HEC middleware is already installed such nodebefore startinghe provisioningof services even if more
sophisticated dynamic mechanisms for HEC middleware download at runtime can be easily integrated. Our HEC
middleware implementation fits a wide spectrum of heterogeneous mobile devices, with the only constraint to run
Android (iOS vesion currently under development).

For what concerns thgICS applicatios, we consider thabnly highly demanding or groupriented localitybased

MCS tasks are delegated to FMEC antER nodes, possibly based on dynamic considerations (e.g., residen} bat
energy).At this stage, th&/ICS tasks that have been already implemented and experimented for execution at HEC
nodes are i) video analysis for face recognition and ii) analytics on all or fused monitoring indicators over
geographical areas of highésterest and densityuch aglata fusion, historpased processing of temporal series

3.2. The selection oFMEC and M2?EC and Human-enabled VM/Container Migration

Our architecturés configured with a number GFMEC and MEC. They areselected by analyzing the human
mobility over anobservation period. Concernitige FMECs, we considethose locations remainingostly active
during the wholeday. These ardocationsnot subject ofmobility changes. To this purpose, we use the DBSCAN
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algorithmin order to detectlustersof usersroaming around the same locatii) 14]. DBSCANTreturnsK distinct
clusters, wdilter out some of them, in particular we restrickt® K ¢ hsFMECs.r s

The M?EC selection is achieved by spotting thosealtions ofour region becomingctiveonly during specific time

slots In fact, our goal is dynamically (re)configure our cloud architecture according to the natural rhythm of a city.
To this purpose, we analyze the human mobdityy during some temporalots. In particular, we select those slots
characterizing the typical phases afoatinaryworking day. For each of thdots we cluster together thgositions

of the uses with a process similarly to the one described for the FMEC. fdsthe M2EC selection, we adopted

the DBSCAN algorithm. Itresults with H clusters of which we keep the ko H .

Our process allowsetting the parameteksand h according to the mobility and sociality features of thebility

dataset considere&pecifically, asmall crowded region can be provisioned with a low number of FMEC, but with a
high number of MEC since crowded area change quickly along the day. Conversely, in a wide depopulated area it
could be possible to increase the number of FMEC ahdhe saméime, redudéng the number of NEC, since

mobility changes slowly with the time.

OnceFMEC to MPEC are selected, we then consider how to move that among Trethis purposewe consider

humans (i.e.courierg, and th& mobile deviceprovisionedwith our HEC middleware, as the primary actors that

can be involved into the loop/Ve assumehat mobile devicesare equipped wittdifferent kinds of network
interfaces (short, medium and broadbaad)l ofstorage capacityThe storageallows devices testorecary-and

forward data among FMEC and?EC, as well ast allows replicating datacross users joining at the same time the
same MEC For the selection of couriers, we keep track of user mobility and prefers those users that have a more
repetitive andpredictable behavior: the more a user commutes from a FMES #&@&,Nhe more he/she is a good
courier candidate.

Since not all the FMECs are connected to alB@s during the 24 hours, we consider the possibilitedéicing the
bandwidth in the cloudo-FMEC direction and consequentlye storage resources at FMEQ® this purpose, the
HEC implements doad balancingpolicy. Such policy exploits the knowledge of timeobility and of the
connectivity between FMECs and?EC in order toselect which VMs/cotainersrequires to be movedhove from
the cloud to the FMECsThe load balancing strategy relies on tloeality principle according to which
VMs/containersare loaded in advance to thdS®IECs thataremore likely to be storandforwarded by a courier
toward a MEC.

Also for the sake of briefness and due to paper length limitations, further design/implementation details about our
HEC proposalare not reported here because out of the central scope of this paperprsiented the vision and

the main @sign guideline®f our innovative HEC solutionAt the current stage, we are working in order to test
these ideas through a setexfperiments based on theatworld ParticipAct dataset which reproduces the mobility

of about 170 students in the EmiliafRagna region (Italy) about 2 years [6].

4. Conclusion

This papepresentedHEC, a new architecture model to ease the provisioning and to extend the coverage of traditional
MEC approaches by bringing together the best of MECM@®. The cornerstone of our proposal lies in the ability

to dynamicallyleverage human sociality and mobility effetasbroaden the MEC coverage through the impromptu
formation ofM?ECs Those encouraging results are pushing us to further investigate medaef HEC model and

we are currently exploring various related areas. On the one hand, we are working to enabladaptable fine

tuning of our HEC middleware to the different dynamics and variations of the city pulse, for instance to the different
behaviors that might present along the year, such as working vs. vacation periods, and the week, such as working days
vs. weekendsOn the other hand, ware investigating innovative techniques in order to reduce the latency of
downloading VMs/containersn M2EC nodes via parallelization of I/O and configuration operations.
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1. Introduction

In the past decade, we have witnessed Cloud Computing play as significant role for massive data storage, control,
and computationffloading. However, the rapid proliferation of mobile applications and the Internet of TlhiTgs

over the last few years has posed severe demands on cloud infrastructure and wireless access networks. Stringent
requirements such as ullaw latency, usr experience continuity, and high reliability are driving the need for

highly localized intelligence in close proximity to the end users. In light of this, Mobile Edge Com(ME&Q@) has

been envisioned as the key technology to assist wireless netwitilkslaud computingike capabilities in order to

provide lowlatency and contexdware services directly from the network edge.

Differently from traditional cloud computing systems where remote public clouds are utilized, the MEC paradigm is
realized viathe deployment of commodity servers, referred to as the MEC servers, at the edge of the wireless access
network. Depending on different functional splitting and density of the Base StéiSay a MEC server can be
deployed per BS or at an aggregatiainp serving several BSs. With the strategic deployment of these computing
servers, MEC allows for data transfer and application execution in close proximity to the end users, substantially
reducing endo-end(e2e) delay and releasing the burden on badkhatwork[1]. Additionally, MEC has the
potential to empower the network with various benefits, includingpfiimization of mobile resources by hosting
computeintensive applications at the network edge, fig-processing of large data before segdih (or some
extracted features) to the cloud, and @intextaware services with the help of Radio Access Netw@¢kN)
information such as cell load, user locations, and radio resource allocation.

In this letter, as a backdrop to identifying resgamquestions, we briefly review recent research efforts on enabling
MEC technologies and then discuss five key research direcBpesifically, the goals of this letter are: tf)raise
awareness of relevant and cuttedge work being performed fromni@us literature, and (iifo identify a number

of important research needs for future MEC systems.

2. Recent Efforts in Enabling MEC Technologies

Fueled by the promising capabilities and business opportunities, the MEC paradigm has been attractérgliensi
attention from both academia and industry. A number of deployment scenarios, service use cases, and related
algorithms design has been proposed to exploit the potential benefits of MEC and to justify its implementation and
deployment from both a ¢bnical and business point of view. In this section, we briefly review the recent efforts
from both standardization and research perspectives towards enabling MEC technologies in wireless networks.

2.1 Proofs of Concepts and Standardization Efforts

In 2013, Nokia Networks introduced the very first re@drld MEC platform[2], in which the computing platforin

Radio Applications Cloud ServefRACS) is fully integrated with the Flexi Multiradio BS. Saguna also introduced
their fully virtualized MEC platformso called OpetiRAN [3], that can provide an open environment for running
third-party MEC applications. Besides these solutions, MEC standardization is being specified by the European
Telecommunications Standards Instit(E§ SI), which recently formed a MEIndustry Specifications GroypSG)

to standardize and moderate the adoption of MEC within the RAN. In the introductory whitd4jafmrr typical

service scenarios and their relationship to MEC have been discussed, ranging from Augmente(ARgalityl
intelligent video acceleration to connected cars and loT gateway. In the MEC World Congress 2016, ETSI has
announced six Proofs of Conc€pbCs) that were accepted by the MEC ISG, including:

- Radio Aware Video Optimization in a Fully Virtualized Netk@dRAVEN);
- Flexible IRbased Service@LIPS);

- Enterprise Services;

- HealthcaréDynamic Hospital User, 10T, and Alert Status Management;
- Multi-Service MEC Platform for Advanced Service Delivery;
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- Video Analytics.

These PoCs strengthen the strategic planning and decision making of organizations, helping them identify which
MEC solutions may be viable in the network. Also in this Congress, ETSI MEC ISG has renamed Mobile Edge
Computing as Multaccess Edge Computirig order to reflect the growing interest in MEC from rmmilular
operators, which takes effect starting from 2(H]7 The technical requirements for MEC are specifie{6]nto
guarantee interoperability and to promote MEC deployment. These requirearentdivided into generic
requirements, service requirements, requirements on operation and management, and finally security, regulations
and charging requirements. Most recently, the 3GPP has shown a growing interest in incorporating MEC into its 5G
standad and has identified functionality supports for edge computing in a recent technical specification
contribution[7].

2.2 MEC Architecture and Virtualization

In recent years, the concept of integrating cloud compui@pgbilities into the wireless netvkoedge has been
considered in the literature under different terminologies, including Small Cell C&&Ld), Mobile Micro

Cloud (MMC), Follow Me Cloud(FMC), and CONCERT [8]. The basic idea of SCC is to enhance the small cells,
such as microcells, picokke or femtocells, with additional computation and storage capabilities so as to support
edge computing]. By exploiting the Network Function VirtualizatigiNFV) paradigm, the clouénabled small

cells can pool their computation power to provide useith wervices/applications having stringent latency
requirements. Similarly, the concept of MMC introducedl®] allows users to have instantaneous access to the
cloud services with low latency. Differently from the SCC where the computation/storagecessare provided by
interworking clusters of enhanced small cells, the User Equipfo&)t exploits the computation resources of a
single MMC, which is typically connected directly to a BS. The FMC corfddjtproposes to move computing
resources a bitufther from the UEs, compared to SCC and MMC, to the core network. It aims at having the cloud
services running at distributed data centers so as to be able to follow the UEs as they roam throughout the network.
In all these described MEC concepts, the potimg/storage resources have been fully distributed; conversely, the
CONCERT concept proposes hierarchically placement of the resources within the network in order to flexibly and
elastically manage the network and cloud services.

2.3 Computation Offlogdg

The benefits of computation offloading have been investigated widely in conventional Mobile Cloud
Computing(MCC) systems. However, a large body of existing works on MCC assumed an infinite amount of
computing resources available in a cloudlet, whdfiearled tasks can be executed in negligible dg&y, [13].
Recently, several works have focused on exploiting the benefits of computation offloading in MEC fiflvork

The problem of offloading scheduling was then reduced to radio resource allandfiéh where the competition

for radio resources is modeled as a congestion game of selfish mobile users. The problem of joint task offloading
and resource allocation was studied in a sHuger system with energy harvesting devid&s, and in a mulitcell,
multi-user systemflL7]; however, the congestion of computing resources at the MEC server was not taken into
account. A similar problem is studied [i8] for singleserver MEC systems, where the limited resources at the
MEC server were factored,iand later on extended to medgérver MEC systems {i19].

2.4 Edge Caching

The increasing demand for massive multimedia services over mobile cellular network poses great challenges on
network capacity and backhaul links. Distributed edge caching, which can well leverage MEC paradigm, has
therefore been recognized as a promiswigtion to bring popular contents closer to the users, to reduce data traffic
going through the backhaul links as well as the time required for content delivery, and to help smoothen/regulate the
traffic during peak hours. In general, edge caching in esehetworks has been investigated in a number of works

(cf. [20-22] and references therein). Recently[28], [24], we have proposed a cooperative hierarchical caching
paradigm in a Cloud Radio Access Netw(kRAN) where the cloudache is introduceds a bridging layer
between the edgeased and corbased caching schemes. Taking into account the heterogeneity of video
transmissions in wireless networks in terms of video quality and device capabilities, our previous [@6tk in
proposes to utilize ioh caching and processing capabilities at the
with different bitrates. In this scheme, the collaborative caching paradigm has been extended to a new dimension
where the MEC servers can assist each othapt@nly provide the requested video via backhaul links but also to
transcode it to the desired bitrate version.
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3. Five Key Research Directions for MEC in Wireless Networks

Research on MEC lies at the intersection of wireless communications and ctopdtic, which has resulted in
many interesting research opportunities and challeriges spectrum of research required to achieve the promises
of MEC requires significant investigation along many directions. In this section, we highlight and disckesg the
open research issues and future directions, which are categorized into five main topics as follows.

3.1 Deployment Scenarios and Resource Management

The key concept of MEC is to shift the cloud computiiagabilities closer to the end users in ordereduce the

service latency and to avoid congestion in the core network. However, there has been no formal definition on what
the MEC servers would be and where they should be deployed within the network. Such decisions involve
investigating the sitsekction problem for MEC servers where their optimal placement is coupled with the
computational resource provisioning as well as with the deployment budget. In addition, it is critical to determine
the required server density to cope with the service despamtich is closely related to the infrastructure
deployment cost and marketing strategies. Finally, the deployment of MEC servers also depends on the RAN
architecture where different functional splitting options between the BSs and the centralizednaesgsr (such

as in GRAN) are specified, depending on the delay requirement and fronthaul capacity.

3.2 Computation Caching and Offloading

The combination of computation and storage resources at the MEC servers offers unique opportunities for caching
of computation tasks. In this technique, the MEC server can cache several application services and their related
database, and handle the offloaded computation from multiple users so as to enhance the user experience.
Computation caching can help decredselbad on the access link by providing computing results to the end users
without the need to fetch their tasks beforehand. Unlike content caching, computation caching presents several new
challenges. First, computing tasks can be of diverse types aaddiep the computing environment; while some of

the content is cacheable for reuse by other devices, personal computing data is not cacheable and must often be
executed in real time. Second, it is not practical to build popularity patterns locally atezaeh instead, studying
popularity distributions over larger sets of servers can provide a broader view on the popularity patterns of
computing tasks.

3.3 IoT Applications and Big Data Analytics

The emerging |oT and Big Data services have changed ttitidral networking paradigm where the network
infrastructure, instead of being the dump pipe, can now process the data and generate insights. MEC resources can
be utilized for preprocessing of massive 10T data so as to reduce bandwidth consumptionyitbe pretwork
scalability, and to ensure a fast response to the user requests. A MEC platform can also encompass a local loT
gateway functionality capable of performing data aggregation and big data analytics for event reporting, smart grid,
e-health, andsmart cities. For instance, our previous work26] describes an autonomic edgemputing platform

that supports deep learning for localization of epileptogenicity using multimeffdRksand EEG big data. To fully

exploit the benefits of MEC for loTheére needs to be significant research on how to efficiently distribute and
manage data storage and computing, how to make edge computing collaborate with cloud computing for more
scalable services, and how to secure the whole system.

3.4 Mobility Managemat

Mobility management is an essential feature for MEC to ensure service continuity for highly dynamic mobile users.
For vehicular communications and automotive, integrating MEC with mobile cloud computing or vehicular cloud,
wherein mobile or vehicle resoces are utilized for communication and computation services, is a highly
challenging issue from the service orchestration perspective. For many applications, estimating and predicting the
movement and trajectory of users as well as personal preferdagmation can help the MEC servers improve the

user experience. For example, mobility prediction can be integrated with edge caching to enhance the content
migration at the edges and caching efficiency. In addition, to achieve better user computati@mespexisting
offloading techniques can be jointly considered with mobdityare scheduling policies at the MEC servers. This
approach introduces a set of interesting research problems including mabéitg online prefetching of user
computation dataserver scheduling, and fatittierance computation. For instance, in our previous WaKs [28],

multi-tier distributed computing infrastructures based on MEC and Mobile Device QWD@) are proposed to

link mobility management and pervasive compgtwith medical applications.
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3.5 Security and Privacy

Security issues might hinder the success of the MEC paradigm if not carefully considered. Unlike traditional cloud
computing, MEC infrastructure is vulnerable to site attacks due to its distributeymept. In addition, MEC

requires more stringent security policies as tipiadty stakeholders can gain access to the platform and derive

information regarding user proximity and network analytics. Existing centralized authentication protocols might not

be applicable for some parts of the infrastructure that have limited connectivity to the central authentication server.

It is also important to implement trustanagement systems that are able to exchange compatible trust information

with each other, evefithey belong to different trust domains. Furthermore, as service providers want to acquire

user information to tailor their services, there is a great challenge to the development ofymatecton

mechani sms that can eénfanddemwicetudage. pr otect userso6 | ocati

4. Conclusion

Mobile Edge ComputingMEC) is an emerging technology to cope with the unprecedented growth of user demands
for access to lovlatency computation and content data. This paradigm, which aims at bringing the computing and
storage resources to the edge of iteobetwork, allows for the execution of delagnsitive and contexware
applications in close proximity to the end users while alleviating backhaul utilization and computation at the core
network. While research on MEC has gained its momentum, asteeflecthe recent efforts reviewed in this letter,

MEC itself is still in its nascent stage and there is a myriad of technical challenges that need to be addressed. In this
regard, we discussed five key open research directions that we consider to betlenommst important and
challenging issues of future MEC systems.
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Being a novel imaging technique, Light Field (LF) imaging not only conveys the intensity of the light directed from

a scene, but also its directionality. Thus, two layers of information are presented in LF images, one being the
anguarity of approaching light rays and the other being the usual colour and luminance information. As BResult,
images enable several possibilities, such as imafmcussing, viewpoint adjustment, and scene depth extraction,
which would otherwise not bpossible with conventional camera shots. LF image acquisition deploys a different
optics setup compared to conventional imaging systems, consisting of an array of multiple lenses and image sensors
(i.e., multkcamera arrays) or special midens arrays laced in compact camera systems. Owing to its complexity

and large data volumé&F image processing and communication has attracted attention from research communities
in computer vision and signal processing. With the more common availabilitlf dfsplays andoff-the-shelf LF

camera products, the research efforts in that area have further gone up rétentliz. technology has been in use

for emerging applications in various domains, such as computational photography, augmented reafigidlight
microscopy, an@D displayof objects and visual scenes in the whole figle/iew.

Light Field communicationscover an endo-end cycle, i.e., starting from acquisition to ppsbcessing and
compression, then transmission and finally display renderingleVitié acquisition and displaying of the LF images
require specific hardware, mostly the modified versions of existing techniques, which are originally developed for
conventional images, have been used for the processing and compression of LF imagdheld&s/etF
images/videos differ fundamentally from their traditional counterparts, thus making those technigoptnsabin

most cases. In this Special Issue, authors highlight their research findings and perspectives on the different aspects
of theLF imaging technology.

The first contribution by Chr i slightfiedd inageipftodessinp avendgewd Re ub
and researchissués, bri efs the readers about the fundamentals of
tradeoffs of theLF capturing systems. Furthermore, the authors provide us with a survey of the past and ongoing
research works addressing various aspactsh as the compression of vast LF data, the inherent spatial and angular
resolution tradeoff, and user interactivity issues. They outline the major research questions in the field open to

further investigation.

The second contribution by Joao M. Santose t . @erformandeievaluaiah offilight field pprocessing

methods for lossless standard coding provi des a detailed performance <co
processing and coding standards in the context of LF images. In an explstatbrythe authors test the lossless
compression gain of deploying different data arrangement models and colour transforms with -fkreowue!l

standard compression standards, such as JPEG2000.LB?B&d HEVC.

I n their TpwapsAdaptve ght Feelll Vidieo Streamirdy, Peter A. Kara, et. al .,
issue of Quality of Experience measurement in the contdX¥fefi sual i sati on. Based on the
in the evaluation of th&F video quality on a holographic digyl in relation with thefield-of-view, spatial and

angular resolutions, a new adaptive video streaming approach is proposed.

Finally, i n Light Feldpfar iNeareye Display8e dEhwing Huang sheds light on the design aspects
of special nar-eye displays fotLF visualisation. Neaeye displays are of particular importance given the surging
popularity of Virtual Reality head mounted displays. Nege LF displays have several advantages over traditional
headmounted displays, such as providisuperior depth of field, more comfortable and natural viewing free from
vergence accommodation conflicThe author outlines several different nege light display technologies with a
comparison in terms of multiple aspects including resolutiotd-6&view and the form factor.
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With this Special Issue we have no intent to present a complete picture on the stateFofettienology and the
applications it powers. However, we hope that the presented papers provide the audience with a brightltorial
valuable insight into the persisting challenges in the argpredictions fothe future research.

Our special thanks go to all authors for their precious contributions to this Special Issue. We would also like to
acknowledge the gracious suppadrh the Board of MMTC Communicatior$-rontiers.
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1. Introduction

Light field (LF) imaging first appeared in the computer graphics community witlgdlaé of photorealistic 3D
rendering [1].Motivated by a variety of potential applications in various domains (e.g., computaitestabraphy,
augmented reality, light field microscopy, medical imagidD, robotic, particle image velocimetry), imaging from
real light fields has recently gained in populariigth at the reseeh and industrial level.

Researcteffort has been dedicated ttee practical design of systems for tang reatworld light fields which go

from camerasarrays[2-5] to single cameras mounted on movientries and plenoptic cameras [6,7] based on the
principle of integral imaging first introduced by Lipman in [8]. The commercial availability of plenoptic cameras
and the equipment of recent smart phowéh several ameraswith a singlespecializedsensoy or with a vafer
leveloptics camera array [9], which galo someextent, capture light fieldgven if they areot as angularly dense
asthose captured bplenopticcameras, has given a novel momentum to ligkidfresearch. Théow of rays
captured by light field acquisition devicesin the form of large volumes of data retaining both spatial and angular
information of a scene, which enables a variety of qpapture processingapabilities such as rdocusng,
extended focus, different viewpoint rendering and depth estimatam,drsingle exposure

While offering umprecedented opportunities for advanced image analysis, creation and editing features, real light
fields capture poses a number of challengingblems. The data captured by light fields cameras is not only big in
volume and of high dimension, which is an issue for storage and communication, but also overwhelming in several
other aspects such as the need for high processing power and the-gpatigduresolution tradeff inherent to light

field capture devicesl he volume of data inherent to light fieldsais issugor user interaction which requires near
reaktime processing, potentially on devices having limitechputational poweiEditing with a tractable complexity

and in a consistent manner the large number of views cannot be solved with a straightforward application of now
well-known 2D images editing algorithms. After a brief recall of the plenoptic function and of light fields cgpturin
devices, this paper gives an overview of the main research directions addressing the above challenging problems.

2. Plenoptic function and real light fields capturing devices

Light field capturing is about sampling the plenoptic function which is durbtion L(x,y,zf q, It) describingte

light rays emitted by a scene and received by an observer at a particulaixpgint in spacefollowing an
orientation defined by the anglds (), quith a wavelengtly, at a givertime instant tFor a static ljht field, the 7D
plenoptic function can be simplified into a 4D representation calledgtd field in [10] and lumigraphin [11],
describing the radiance along rays by a function L(X; y; u; v) of 4 parameters at the intersection of the lgtt rays
2 parallel planes, as shown in Fig.1.lefhis simplification is done assuming constant radiance of a light ray from
point to point, and givethat an R® sampling of the wavelength is performed by the color filters coupled with the
CCD sensors

Fig. 1. (left) lllustration of the two planes parameterization of the 4D static (one time instant) light field
(right) Rendeed image at one focus; arepipolar image corresponding to horizontal red line in left
image.
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