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Message from the MMTC Chair

Dear MMTC friends and colleagues: 

 

It is my pleasure to provide a message for the July issue of MMTC Communications-Frontiers. I joined the service 

for MMTC from 2010. Within the past few years, I have been witnessing the development and growth of MMTC. I 

am very proud of having been serving in MMTC and deeply enjoy working with MMTC team members for these 

years.  I would like to take this opportunity to express my sincere appreciation to MMTC friends and colleagues! 

Without your participation and support, MMTC cannot have such a success. 

 

MMTC has fourteen interesting groups (IGs) focusing on different topics in the area of multimedia communications. 

In addition, MMTC has six boards in charge of award, publication, review, membership, publicity, and advisor, 

respectively.  The number of MMTC members is already above 1000. With the efforts from these IGs and boards, 

MMTC provides very efficient channels to share, exchange, and discuss information and enhance the visibility of its 

members.  

 

MMTC will hold TC meeting several times each year during the period of some main conferences such as ICC, 

GLOBECOM, ICME, etc. The next TC meeting will be hold at ICME 2017 at Hong Kong on July 13, 2017. All are 

welcome to join this meeting.  

 

If you want to join the MMTC, please visit our Membership Board page at 

http://committees.comsoc.org/mmc/membership.asp.  I have no doubt that you will benefit from being a member of 

MMTC.  Finally, MMTC Communications Frontiers provides the readers the timely update on the start-of-the-art 

development and hot research topics. I hope you will enjoy reading this issue of MMTC Communications Frontiers!  

 

 

Sincerely yours, 

 

 
 

Fen Hou 

Vice Chair for Asia 

Multimedia Communications Technical Committee 

IEEE Communications Society    

 

  

http://committees.comsoc.org/mmc/membership.asp
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SPECIAL ISSUE ON Recent Activities in Mobile Edge Computing and Edge 

Caching 

Guest Editor: Melike Erol-Kantarci, University of Ottawa, Canada  

{melike.erolkantarci}@uottawa.ca  

 

The rapid increase in powerful mobile devices along with the demand for rich multimedia applications has 

escalated the need for efficient computing and caching techniques more than ever. Adding to this, low-latency 

demand of many Internet of Things (IoT) applications and mobile Augmented Reality and Virtual Reality (AR/VR) 

leads the mobile network system operators to position themselves more than just communication facilitators but 

also facilitators of computing and caching closer to the users. On the other hand, device-to-device communications 

expand the boundaries of computing and caching from the operator equipment to user devices and even cars. 

Caching of popular contents at the network edge can significantly improve latency performance while mobile edge 

computing (MEC) or fog computing makes it convenient to access shared pool of services and resources that are 

location independent. Therefore, MEC and edge caching are important components of the research in 5G and 

beyond networks. This is discussed in detail in our recent paper ñCaching and Computing at the Edge for Mobile 

Augmented Reality and Virtual Reality in 5G,ò to be published in ADHOCNETS 2017. 

The five papers included in this special issue on ñRecent Activities in Mobile Edge Computing and Edge Cachingò 

aim to provide points of views of renowned researchers in this field and to provide the readers cutting-edge results 

from their groups. The included papers are briefly introduced below. 

X. Sun and N. Ansari, in their research ñCloudlet Networks: Empowering Mobile Networks with Computing 

Capabilitiesò propose a cloudlet architecture that aims to address three important questions: i) How does MEC 

incentivize mobile users to upload mobile data to edge computing entities? ii) How does MEC leverage and 

coordinate the highly distributed edge computing entities at the network edge to analyze the data streams from 

mobile users? iii) How do mobile users associate with different edge computing entities when the mobile users roam 

over the network? The authors tackle the virtual machine placement problem in mobile edge computing and propose 

a delay-aware optimization-based solution. 

The paper entitled, ñA Dynamic Task Scheduler for Computation Offloading in Mobile Cloud Computing Systems,ò 

by H. Shah-Mansouri, V. W.S. Wong, and R. Schober introduce an efficient task scheduler using an optimization 

framework that takes the energy consumption and delay into account. A task scheduler dynamically makes an 

offloading decision upon arrival of a task. Therefore the task scheduler has a fundamental role in exploiting the 

advantages of mobile cloud computing systems. The proposed scheduler is shown to arrive at the optimal offloading 

decision while maximizing the utility obtained by using the cloud computing services. 

In ñOnline Optimization Techniques for Effective Fog Computing under Uncertainty,ò authored by G. Lee, W. Saad, 

and M. Bennis, the problem of operating in a dynamic environment is addressed. In mobile cloud computing, fog 

nodes can dynamically join and leave a network. Therefore the full information on the location and the future 

availability of different fog nodes might not be available at all times. However, most of the studies in the literature 

propose optimization-based approaches with an assumption of all the information being available. In their paper, the 

authors propose, using online optimization, to capture the dynamically varying and largely uncertain environment of 

fog networks. The paper introduces use cases for online optimization, as well as discussing its use jointly in caching 

and fog computing. 

In ñHuman-enabled Edge Computing: When Mobile Crowd-Sensing meets Mobile Edge Computing,ò the authors L. 

Foschini and M. Girolami report on recent their findings on Human-driven Edge Computing (HEC). HEC relies on 

continuously monitoring humans and their mobility patterns to dynamically re-identify hot locations and to use a 

human-in-the-loop approach. The proposed approach leverages human sociality and mobility to broaden the 

coverage of the fixed mobile edge computing architectures.  

The research in ñMobile Edge Computing: Recent Efforts and Five Key Research Directions,ò by T. X. Tran, M.-P. 

Hosseini, and D. Pompili presents the recent state-of-the-art in mobile edge computing. The authors begin by 

introducing proofs of concepts and standardization efforts. Then they discuss the research on computation offloading 

as well as edge caching. Finally, they outline future research directions as a valuable guideline for the researchers 

who are interested in the area. 
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The purpose of this special issue is to introduce several state-of-the-art research efforts in mobile edge computing 

and edge caching rather than giving a complete coverage of the area. The contributions of the widely recognized 

researchers make the special issue a valuable source for the readers. The guest editor is thankful for all the authors 

for their valuable contributions and the help from the MMTC Communications ï Frontiers Board. 

 

Melike Erol -Kantarci  is an assistant professor at the School of Electrical Engineering and 
Computer Science at the University of Ottawa, ON, Canada. She is the founding director of the 
Networked Systems and Communications Research (NETCORE) laboratory. She is also a 
courtesy assistant professor at the Department of Electrical and Computer Engineering at Clarkson 
University, Potsdam, NY, where she was a tenure-track assistant professor prior to joining 
University of Ottawa. She received her Ph.D. and M.Sc. degrees in Computer Engineering from 
Istanbul Technical University in 2009 and 2004, respectively. During her Ph.D. studies, she was a 
Fulbright visiting researcher at the Computer Science Department of the University of California 

Los Angeles (UCLA). She is an editor of the IEEE Communications Letters and IEEE Access. She is the co-editor 
of the book ñSmart Grid: Networking, Data Management, and Business Modelsò. Her articles are continuously 
among the top cited and top accessed papers on IEEE and Elsevier databases. She has acted as general chair or 
technical program chair for many international conferences and workshops. She is a senior member of the IEEE and 
the past vice-chair for Women in Engineering (WIE) at the IEEE Ottawa Section.  She is currently the vice-chair of 
Green Smart Grid Communications special interest group of IEEE Technical Committee on Green Communications 
and Computing. She is also the research group leader for IEEE Smart Grid and Big Data Standardization. Her main 
research interests are 5G and beyond wireless networks, smart grid, cyber-physical systems, electric vehicles, 
Internet of things and wireless sensor networks.  
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Cloudlet Networks: Empowering Mobile Networks with Computing Capabilities 

Xiang Sun and Nirwan Ansari 

Advanced Networking Laboratory 

Helen and John C. Hartmann Department of Electrical & Computer Engineering 

New Jersey Institute of Technology, Newark, NJ 07102, USA 

{xs47, nirwan.ansari}@njit.edu 

1. Introduction  

Mobile devices are currently embedded with various sensors to sense the environment over time. Analyzing these 

sensed data can substantially transform how we do business and conduct our lives. For instance, analyzing the data 

generated by on-body sensors can enable early detection of unusual activities or abnormalities, thus improving our 

health [1]; analyzing the photos/videos captured by mobile users can detect and track terrorists to safeguard the 

whole society. Traditionally, these mobile data would be uploaded to a remote data center, which has been 

demonstrated to provision resources flexibly and efficiently, for further processing [2]. However, this would burden 

the network to conduct data aggregation from mobile users to the remote data center, thus significantly increasing 

the response time of generating high-level knowledge (or providing services) by analyzing the mobile data. The 

response time (of generating high-level knowledge) is very important for mobile data analytics [3]-[5], e.g., 

identifying the terrorists and obtaining their locations along with related timestamps (by analyzing the photos/videos 

from users) in a timely fashion is very critical in deterring terrorism. 

 

Mobile Edge Computing (MEC) has been proposed to enable computing entities (e.g., cloudlets and fog nodes) to 

process mobile data streams at the network edge [6], [7]. This can tremendously reduce the time for uploading the 

mobile data from mobile users to the computing entities, thus potentially reducing the response time accordingly. 

However, the MEC concept is still in the phase of proof of concept and many issues need to be addressed: 

¶ Issue-1: How does MEC incentivize mobile users to upload mobile data to edge computing entities? 

Mobile users would like to share their original data to applications in order to receive the corresponding 

services, which are provided by the applications. However, sharing original data may provide personal 

information of mobile users to the application providers. This may discourage mobile users from uploading 

mobile data. For instance, the terrorist detection application is to identify and track terrorists by comparing the 

photos of the terrorists with the ones captured by mobile users. Thus, mobile users need to upload their photos 

(which contain the personal information of mobile users) to the terrorist detection application, which can be 

placed at the edge computing entities. Therefore, it is beneficial to design a data sharing mechanism tailored for 

MEC such that mobile users can obtain services provided by the applications while preserving privacy of 

mobile users. 

¶ Issue-2: How does MEC leverage and coordinate the highly distributed edge computing entities at the network 

edge to analyze the data streams from mobile users? 

Edge computing entities may be highly distributed in the mobile network. Each edge computing entity provides 

computing resources to process data streams from its local mobile users. Different edge computing entities may 

need to coordinate with each other in order to provide services to mobile users with low delay. For instance, the 

terrorist detection application may need to collect and analyze the photos/videos captured by different mobile 

users in a large area, which includes a number of distributed edge computing entities. Transmitting all the 

photos/videos (captured by the different mobile users) to the terrorist detection application (which is located in a 

specific edge computing entity) may not provide a low response time in identifying the terrorists because of the 

high network delay for transmitting high volume data (i.e., photos/videos) to the terrorist detection application 

(in a specific edge computing entity). Thus, we need to design a distributed computing architecture tailored for 

MEC such that different edge computing entities can coordinate with each other to reduce the response time. 

¶ Issue-3: How do mobile users associate with different edge computing entities when the mobile users roam over 

the network? 

In order to minimize the delay between a mobile user and an edge computing entity as well as the traffic in the 

core network, a mobile user may associate with the closest edge computing entity. That is, a mobile user may 
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need to change its associated edge computing entity to process its mobile data when the mobile user roams from 

one area into another. However, associating mobile users with their closest edge computing entities may result 

in insufficient resource provisioning of edge computing entities (i.e., some edge computing entities do not have 

enough resources to process the data streams from their local mobile users). Meanwhile, changing associated 

edge computing entity incurs extra computing and communications overheads. Therefore, designing an efficient 

edge computing entity association strategy is critical to speed up mobile data processing. 

 

In this paper, we introduce a cloudlet network to address these three issues. The rest of the paper is organized as 

follows. In Sec. 2, we introduce the cloudlet network architecture to resolve Issue-1 and Issue-2. In Sec. 3, in order 

to resolve Issue-3, we propose to associate mobile users with different edge computing entities by migrating mobile 

usersô Avatars (i.e., Virtual Machines (VMs)) among edge computing entities based on mobile usersô locations. We 

formulate the Avatar placement problem and demonstrate its performance via simulations. 

 

2. The Cloudlet Network Architecture  

Cloud

Internet

SDN  Controller 

API

QoS Controller

User database AAA server

Mobility Management

Network management 

operator
Χ...

Χ...

Fog node

OpenFlow 

Access Switch
OpenFlow Core 

Switch

Multi -interface 

Base station

Control link Data link

SDN based Cellular 

Core (data plane)

SDN based Cellular 

Core (control plane)

 
Figure. 1: The cloudlet network architecture (cf. Fig. 3 in [7]). 

 

The cloudlet network architecture, as shown in Figure 1, comprises three parts, i.e., distributed cloudlets in the 

mobile network, hierarchical structure of a cloudlet, and the Software Defined Networking (SDN) based mobile core 

network [8]. We will next detail these three parts. 

 

2.1 Distributed cloudlets in the mobile network 

A tremendous number of Base Stations (BSs) have already been deployed in the mobile network and provide high 

radio coverage, i.e., every mobile user can communicate with a BS everywhere. Meanwhile, with the development 

of 5G technologies, the speed of the mobile access network would be much higher as compared to the existing 4G 

LTE system. These facts justify that deploying cloudlets (i.e., edge computing entities) at BSs in the mobile network 

would be a suitable solution to provide computing resources to mobile users with high availability and low latency. 

Specifically, each BS is connected to a cloudlet [9], which comprises a number of interconnected Physical Machines 

(PMs). The deployment of cloudlets is flexible, i.e., a BS can access to its local cloudlet via an access switch or 

many BSs can be connected the same cloudlet, which is located at the edge of the mobile core network.  

 

Data centers are located at remote sites (which are commonly connected to the core network directly) to provide the 

scalability and availability of the system. Specifically, the computing and storage capacities of the local cloudlets are 

limited, and thus they may not have enough capacities to efficiently analyze mobile data streams. Data centers, 

which supply sufficient and flexible resource provisioning, can be considered as backup units to process mobile data 

streams. 

2.2 Hierarchical structure of a cloudlet 

As shown in Figure 2, a cloudlet consists of two logical layers, i.e., Avatar layer and Application VM layer. The 
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Avatar layer comprises a number of Avatars. An Avatar is considered as a private VM associated with a specific 

mobile user [3]. Thus, each mobile user can upload its generated data to its Avatar1 periodically or upon requests. 

The Avatar would pre-process the received mobile data in order to generate metadata, in which the personal 

information from raw data has been parsed and trimmed, and then send them to the application VM upon requests. 

The application VM layer comprises a number of application VMs, which are deployed by the application providers. 

The application VMs are to retrieve metadata from Avatars, analyze the received metadata to generate high-level 

knowledge, and provide the corresponding services to mobile users. 

Cloudlet

...

Application VM 1 Application VM 2
Application 
VM layer

Avatar  
layer

Two logic layers 
in a cloudlet

Metadata retrieval request
Metadata retrieval response

Avatar Avatar Avatar

Mobile user

Mobile data 
streams

Offloaded 
mobile tasks

 
Figure. 2: The hierarchical structure of a cloudlet (cf. Fig. 4 in [7]). 

 

There are two methods for uploading and processing mobile data streams in a hierarchical cloudlet structure, i.e., 

passive uploading and proactive uploading. Here, we provide the terrorist detection application to illustrate how the 

passive uploading and proactive uploading methods work.  

¶ The passive uploading method comprises five steps: 1) if a mobile user is interested in the terrorist detection 

application, it can install the application in its Avatar. The application installed in the Avatar is to conduct face 

matching by comparing different photos. 2) If the terrorist detection application VM tries to find a terrorist, it 

would send a metadata retrieval request, which contains a set of photos of the terrorist, to the Avatars (which 

have installed the application). 3) After receiving the metadata retrieval request, the Avatar would send a data 

retrieval request to its mobile user in order to obtain the recent captured photos and videos from the mobile user. 

4) The mobile user would upload the corresponding photos and videos via the BS after it receives the data 

retrieval request. 5) The Avatar would execute the face-matching algorithm by comparing the terroristôs photos 

with the photos and videos uploaded from the mobile user. If matched, the Avatar would respond to the 

application VM with the related metadata, i.e., the location information and time stamps of the matched photos 

and videos. 

¶ In the proactive uploading method, after the application has been installed in the Avatar (i.e., Step-1 in passive 

uploading), the mobile user is to proactively upload its data in terms of captured photos and videos (i.e., the 

photos and videos would be immediately uploaded and stored in the Avatar once they are captured). Once the 

application VM sends the metadata retrieval request to the Avatar (i.e., Step-2 in passive uploading), the Avatar 

would execute the face-matching algorithm immediately (i.e., Step-5 in passive uploading). 

 

The above mentioned two methods have their own pros and cons: the proactive uploading method would improve 

the response time to detect terrorists because data (e.g., photos and videos) of mobile users have already been in 

their Avatars when the Avatars receive the metadata retrieval requests.. However, Avatars need to store all the data 

streams generated by their mobile users. Avatars thus become heavily loaded VMs, which would significantly 

increase the storage resource requirement in the cloudlets and increase the overheads of migrating Avatars among 

cloudlets (which will be discussed in the next section). On the other hand, the passive uploading method may incur 

                                                 
1 It is worth to note that each Avatar can not only analyze the data generated by its mobile user but also execute the 

tasks offloaded from its mobile user [10], i.e., an Avatar acts two roles in the network: the data stream analyzer and 

the mobile task outsourcer. This may incentivize mobile users to subscribe their own Avatars. 
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higher response time as compared to the proactive uploading method. However, Avatars do not have to store data 

streams generated by their mobile users in the passive uploading method. Hence, Avatars are considered to be 

lightly loaded VMs, thus generating less overheads in migrating Avatars among cloudlets. Our previous study [3] 

focused on the implementation of the proactive uploading method, but we will focus on the passive uploading 

method in this paper, i.e., Avatars do not proactively store data streams from their mobile users. 

 

The proposed hierarchical cloudlet architecture structure addresses Issue-1 and Issue-2. Specifically, each mobile 

userôs Avatar is considered as a private VM to facilitate resource isolation and access control. The Avatar would 

analyze the raw data (which are generated from its mobile user) and provide metadata (which do not contain 

personal information) to the application VM. This resolves Issue-1, i.e., mobile users can obtain services provided 

by the application VMs while preserving privacy of mobile users. In addition, each Avatar can be a worker node of 

an application VM, which acts as a master node to distribute workloads to the Avatars (which have been installed 

the corresponding application) and aggregate metadata from the Avatars, and provide services to users. This 

distributed computing structure resolves Issue-2 by fully utilizing the distributed computing resources in the 

cloudlets and significantly reducing the traffic load of the network as compared to the current way in which the 

application VM directly retrieves the data from mobile users, analyzes them, and provides services to mobile users. 

Moreover, the distributed computing structure provisions the flexibility for the application in placing their 

application VMs. For instance, if the terrorist detection application tries to determine whether the terrorists appeared 

in area-1 and area-2, it can create two application VMs in the two cloudlets, which are located in area-1 and area-2, 

respectively. Each application VM can send the metadata retrieval requests to their Avatars in their cloudlets. After 

the search is completed, the application VMs can be removed accordingly. 

 

2.3 SDN based mobile core network 

Instead of applying the traditional cellular core network architecture, which leads to inefficient, inflexible, and 

unscalable packet forwarding, the SDN based mobile core network is adopted in the cloudlet network. The SDN 

based mobile core network is essentially decoupling the control plane from the switches, which only run data plane 

functionalities. The control plane is offloaded to a logical central controller, which transmits the control information 

(e.g., flow tables) to the OpenFlow switches by applying the OpenFlow protocol [11], monitors the traffic statistics 

of the network, and provides Application Programming Interfaces (APIs) to network management operators. Thus, 

different mobile network functionalities, such as mobility management, user authentication, authorization and 

accounting, network virtualization, and QoS control, can be added, removed, and modified flexibly. 

 

3. Adaptive Avatar Placement 

Mobile users are roaming among BSs over time, and statically positioning mobile usersô Avatars in their original 

cloudlets may significantly increase the delay between Avatars and their mobile users. Note that delay is an 

important factor to determine the QoS of many mobile applications. On the other hand, if the Avatar always follows 

its mobile userôs movement (e.g., once a mobile user roams from BS-1ôs coverage area into BS-2ôs coverage area, 

its Avatar would migrate from the cloudlet, which is associated with BS-1, into the cloudlet, which is associated 

with BS-2, accordingly), a significant amount of migration overhead will be generated during the Avatar migration. 

The migration overhead may degrade the performance of the Avatar in executing applications because the Avatar 

migration requires a significant amount of bandwidth resource and non-negligible computing as well as memory 

resource of the Avatar [12], [13]. This may deprive the applications (which run in the Avatar) with less computing, 

memory as well as bandwidth resource during the Avatar migration, thus degrading the performance of the 

applications. The migration overhead of an Avatar is then modeled as a function of Avatar migration time and the 

resource requirements of the Avatar (before the migration) [14]. Note that longer migration time implies that the 

migration consumes more resource of the Avatar, and thus may degrade the performance of applications (which run 

in the Avatar).  

 

We consider the gain of the Avatar migration to be the End-to-End (E2E) delay reduction between the Avatar and its 

mobile user and the cost of the Avatar migration to be the migration overhead. Thus, we can formulate the Avatar 

placement problem2 as follows: 

Given: 1) each mobile userôs location indicator (i.e., the location of the BS that covers the mobile user) in the next 

                                                 
2 The Avatar placement problem is to determine the location of each Avatar (i.e., each Avatar is placed in which 

cloudlet) for each mobile user in the next time slot. If the location of an Avatar in the next time slot is different from 

that in the current time slot, we say the Avatar should be migrated into in the new location in the next time slot. 
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time slot; 2) the average E2E delay between each cloudlet and each BS; 3) the capacity limitation of each cloudlet 

(i.e., the maximum number of Avatars hosted by a cloudlet). 

Obtain: the placement indicator of each Avatar ὼ  (i.e., ὼ ρ indicates mobile user iôs Avatar is hosted by 

cloudlet j; else ὼ π) in the next time slot. 

Objective: maximize the profit (the gain minus the cost) of all the Avatar migrations. 

Constraints: 1) each Avatar should be placed in only one cloudlet (i.e., Вὼ ρ); 2) the total number of Avatars 

assigned to each cloudlet cannot exceed its capacity (i.e., Вὼ ί, where ί is the capacity of cloudlet j). 

 

The detailed formulation of the Avatar placement can be found in [14]. Note that the Avatar placement problem can 

be formulated as a mixed integer linear programming problem and can be solved by applying CPLEX [15]. In order 

to demonstrate the performance of the PRofIt Maximization Avatar pLacement (PRIMAL) strategy (i.e., the solution 

of the mentioned Avatar placement problem), we compare it with two other strategies, i.e., Static and Follow me 

AvataR (FAR), via simulations. The idea of the FAR strategy is to minimize the E2E delay between an Avatar and 

its mobile user by assigning the Avatar to the available cloudlet (i.e., the cloudlet has enough space to host the 

Avatar), which yields the lowest E2E delay. The Static strategy is to avoid the migration cost, i.e., the locations of 

Avatars do not change over time after they are initially deployed. The detailed simulation setups can be found in 

[14]. Figure 3(a) shows the average Round Trip Time (RTT) between mobile users and their Avatars incurred by 

PRIMAL, FAR, and Static, respectively. Figure 3(b) shows the average number of migrations and the average 

migration time incurred by PRIMAL, FAR, and Static, respectively. We conclude that, from Figure 3(a) and 3(b), 

PRIMAL can achieve the similar average RTT as compared to FAR, but it incurs fewer number of Avatar 

migrations and shorter average migration time. Note that although Avatar migration is not triggered by Static, the 

RTT incurred by Static is unbearable. 

    
(a)         (b) 

Figure 3: Simulation results 

 

4. Conclusion 
In this paper, we have introduced the cloudlet network to bring the computing resource from centralized cloud to 

mobile users in order to minimize the delay between mobile users and computing resource. We have also designed 

the hierarchical structure to address Issue-1 and Issue-2. Furthermore, we have proposed to migrate mobile usersô 

Avatars among edge computing cloudlets to resolve Issue-3. We have also proposed the green cloudlet network by 

introducing green energy into the cloudlet network to reduce the operational cost of maintaining the distributed 

cloudlets [16] and we have designed the energy-aware Avatar migration strategy to fully utilize green energy [17], 

[18]. 
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1. Introduction  

Mobile cloud computing (MCC) provides computing services to mobile devices to enable them to perform their 

computation-intensive applications. By utilizing cloud computing services, the limited processing power of mobile 

devices is no longer a barrier for the rapid development of future applications. The mobile devices can offload their 

computation tasks to the cloud servers to benefit from powerful computing resources, save their battery power, and 

expedite the task execution. There are various cloud-assisted mobile platforms including ThinkAir [1] and MAUI 

[2] that realize computation task offloading in mobile environments. The module making the offloading decision is 

called the task scheduler. The task scheduler dynamically makes an offloading decision upon arrival of a task. In 

order to fully exploit the advantages of MCC systems, the design of an efficient task scheduler is crucial.  

 

Computation task offloading in MCC has been widely studied in the literature. In [3], the authors developed an 

offloading decision strategy that aims to minimize the energy consumption of a mobile device while meeting a 

latency deadline. In [4], the authors proposed an energy-delay aware mechanism for computation task offloading in 

MCC systems. Although the proposed mechanism addresses the energy-delay tradeoff, all computing tasks face the 

same tradeoff between energy consumption and delay regardless of their different sensitivities to delay. In [5], the 

authors designed a centralized controller hosted in cloud servers and optimized the mobile usersô offloading 

decisions by minimizing the overall cost. An application-aware computation offloading mechanism that balances the 

tradeoff between energy efficiency and responsiveness of mobile applications was proposed in [6]. In [7], the 

authors studied energy-efficient computation offloading under a completion time deadline constraint.  

 

An efficient task scheduler should take the energy saving obtained from task offloading and the delay of a task into 

account to arrive at the optimal offloading decision. However, the aforementioned task schedulers do not consider 

the heterogeneous latency requirements of different delay-sensitive applications. In this paper, we design an efficient 

task scheduler by using an optimization framework thatΟtakes the energy consumption and delay into account. We 

consider both delay-sensitive and delay-tolerant applications and address their different latency requirements. We 

then evaluate the performance of our proposed task scheduler through numerical studies. We further compare the 

proposed task scheduler with ThinkAir [1] and MAUI [2] and illustrate its superiority in terms of energy 

consumption and delay for delay-sensitive and delay-tolerant applications.  

 

2. Dynamic Task Scheduler 

In this section, we first introduce the system model of a mobile device. We then design the task scheduler using a 

utility maximization framework and obtain the optimal offloading strategy.  

 

To model the task scheduler, we consider a queuing system with two servers, as illustrated in Fig. 1. The first server 

is the centralized processing unit (CPU) of the mobile device and represents the local task execution. The second 

server, which is the wireless interface (e.g., WiFi, Long-Term Evolution (LTE)), is used to model the task offloading 

to the cloud servers. We classify the mobile user's workload into three categories: Offloadable computing tasks, 

CPU workload, and network traffic. We assume that they arrive according to independent Poisson processes with 

rate ‗, ‗, and ‗ , respectively. The offloadable computing tasks can either be processed by the local CPU or be 

offloaded to the cloud servers, while the other workloads have to be processed by their allocated servers. We denote 

the size of each task by ᾀ (in bits) and its processing density by ‎ (in cycles/bit), which is the number of CPU cycles 

required to process a unit bit of data. We model ᾀ and ‎ as random variables that follow probability density 

functions (pdf) Ὢ ᾀ and Ὢ ‎, respectively. The service time in the CPU is ‎ᾀȾὅ, where ὅ is the CPU processing 

capacity (in cycles/time unit). Similarly, the service time in the wireless interface is ᾀȾ‘, where ‘ (in bits/sec) is the 

data rate of the wireless interface. We consider a slow flat fading wireless channel model and assume that the data 

rate of the wireless interface remains constant during the transmission of a task. However, ‘ is a random variable 

with pdf Ὢ ‘. We further assume that the data rate is known to the scheduler upon arrival of the tasks. 
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We model the sensitivity of each task to delay by a parameter —, which depends on the type of application [8]. The 

value of — follows pdf Ὢ — and is known to the scheduler upon arrival of the task. A large value of — represents 

applications with stringent delay requirements, whereas applications with — π are tolerable to delay. 

 

We now introduce the offloading decision indicator to indicate whether or not a task is offloaded. We denote the 

offloading decision indicator for a task of size ᾀ with processing density ‎ and delay parameter — when the data rate 

is ‘ as ‏ᾀȟ‎ȟ—ȟ‘ᶰπȟρ. We set ‏ᾀȟ‎ȟ—ȟ‘ ρ when the task is offloaded to the cloud servers. We also denote 

the probability of ‏ᾀȟ‎ȟ—ȟ‘ ρ by “ᾀȟ‎ȟ—ȟ‘ᶰπȟρ. We further define the offloading probability “ as the 

average probability that a task is offloaded to the cloud servers. We have 

“ “ᾀȟ‎ȟ—ȟ‘ÄὊȟȟȟ ᾀȟ‎ȟ—ȟ‘ȟ
ᴙ

 (1) 

where ÄὊȟȟȟ ᾀȟ‎ȟ—ȟ‘ is the joint cumulative distribution function of random variables ᾀ, ‎, —, and ‘. 
 

The task scheduler makes the offloading decisions based on a utility maximization framework. The utility is the 

weighted sum of the energy consumption saving and delay improvement obtained by offloading the tasks to the 

cloud servers. It reflects the benefit of computation task offloading. We first define the energy consumption saving 

as the energy consumed in the CPU to execute the task minus the transmission energy required to submit the task to 

the cloud servers. We follow the energy consumption models used in [4] and [9]. The energy consumed in the CPU 

to execute a task of size ᾀ and processing density ‎ is ‖‎ᾀȾὅ, where ‖ is a constant and depends on the CPU model. 

Similarly, the energy consumed to transmit a task of size ᾀ to the cloud servers is ‍ᾀȾ‘, where ‍ depends on the 

type of the wireless interface.  

 

We further determine the delay improvement, which is the difference between the time required to complete a task 

locally and the time spent to process the task in the cloud servers. We first obtain the delay a task experiences if it is 

offloaded to the cloud servers. We assume that the cloud servers are located in close proximity of the mobile device. 

Thus, the delay consists of the following terms: the queuing delay of the wireless interface, the time required to 

transmit the task to the cloud servers, and the processing time in the cloud servers to complete the task. Notice that 

the time required to retrieve the results from the cloud servers is negligible since the downlink rate is usually much 

higher than the uplink rate. As shown in Fig. 1, the arrival at the wireless interface queue consists of two workloads: 

the offloaded tasks that arrive according to a Poisson process with rate “‗ when the offloading probability “ is 

given, and the network traffic. Combining these two independent Poisson processes forms another Poisson process 

[10] with arrival rate “‗ ‗ . Thus, when “ is a given constant, we model the wireless interface queue as an 

M/G/1 queuing system. Let ύ “ and ί ᾀȟ‘  ᾀȾ‘ denote the waiting time and the service time of this queue, 

respectively. The queue is stable if “‗ ‗ ρȾ ί  holds, where ί  denotes the mean service time. In this 

case, the mean waiting time can be obtained using the Pollaczek-Khinchin formula [10] and is as follows:  

ύ “
“‗ ‗ ί

ςρ “‗ ‗ ί
Ȣ  

In addition to the queuing delay and service time, we consider the time required to process the task in the cloud 

servers and denote it by ί ᾀȟ‎  ‎ᾀȾὅ, where ὅ denotes the processing capacity (in cycles/unit time) of the 

cloud servers. Thus, given “, if a task is offloaded, its total delay is ύ “ ί ᾀȟ‘ ί ᾀȟ‎.  

Figure 1. The task scheduler and queuing system of a mobile device. 
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Similar to the wireless interface queue, we obtain the delay to perform the task locally in the CPU queue. The CPU 

queue is an M/G/1 queuing system with arrival rate ρ “‗ ‗, when “ is given. We also define ύ “ and 

ί ᾀȟ‎ as the waiting time and service time, respectively. According to the Pollaczek-Khinchin formula, when the 

queue is stable (i.e., ρ “‗ ‗ ρȾ ί ), the mean waiting time in the CPU queue is given by: 

ύ “
ρ “‗ ‗ ί

ςρ ρ “‗ ‗ ί
Ȣ  

Moreover, the service time of a task of size ᾀ and processing density ‎ is ί ᾀȟ‎  ‎ᾀȾὅ. Thus, given “, the delay 

introduced by performing the task locally is ύ “ ίᾀȟ‎. 

 

We now calculate the delay improvement obtained by offloading the task to the cloud servers. Given offloading 

probability “, the delay improvement, denoted by †ᾀȟ‎ȟ‘ȟ“, is as follows: 

†ᾀȟ‎ȟ‘ȟ“ ύ “ ί ᾀȟ‎  ύ “ ί ᾀȟ‘ ί ᾀȟ‎ .  

As mentioned earlier, the utility consists of the energy consumption saving and delay improvement. Given “, we 

denote the utility obtained from offloading a task of size ᾀ with processing density ‎ and delay parameter — as 

ό ᾀȟ‎ȟ—ȟ‘ when the data rate is ‘. We have 

ό ᾀȟ‎ȟ—ȟ‘ —†ᾀȟ‎ȟ‘ȟ“.  

 

The scheduler makes the offloading decision upon arrival of each task with the goal of maximizing the utility 

obtained from offloading the task. Notice that if a task is performed locally (i.e., ‏ᾀȟ‎ȟ—ȟ‘  π), the utility is 

zero. Thus, the task scheduler solves the following problem: 

ÍÁØÉÍÉÚÅ    ‏ᾀȟ‎ȟ—ȟ‘ό ᾀȟ‎ȟ—ȟ‘ 

ÓÕÂÊÅÃÔ ÔÏ  ‏ᾀȟ‎ȟ—ȟ‘ᶰ πȟρȢ        
(2) 

Let ‏ᶻᾀȟ‎ȟ—ȟ‘ denote the optimal offloading decision indicator. By solving problem (2), we have 

‘ᶻᾀȟ‎ȟ—ȟ‏
ρȟ     ÉÆ  ό ᾀȟ‎ȟ—ȟ‘ π 
πȟ     ÏÔÈÅÒ×ÉÓÅȢ                  

   (3) 

 

To obtain the optimal offloading decision indicator, we need to know the offloading probability “. According to (3), 

if the utility obtained from offloading a task is non-negative, the scheduler offloads the task to the cloud servers. 

This happens with probability “ᾀȟ‎ȟ—ȟ‘. Thus, “ᾀȟ‎ȟ—ȟ‘ ρ if ό ᾀȟ‎ȟ—ȟ‘ π. We define the offloading 

region ַײ“ as the set of ᾀȟ‎ȟ—ȟ‘ such that ό ᾀȟ‎ȟ—ȟ‘ π, i.e., 

“ײַ ᾀȟ‎ȟ—ȟ‘ᶰᴙ ȿ ό ᾀȟ‎ȟ—ȟ‘ πȢ    

We now obtain the optimal offloading probability in the following theorem.  

 

Theorem 1. The optimal offloading probability, denoted by “ᶻ, can be uniquely obtained by solving the following 

equation when we substitute “ᾀȟ‎ȟ—ȟ‘ into (1): 

“ᶻ “ᾀȟ‎ȟ—ȟ‘ÄὊȟȟȟ ᾀȟ‎ȟ—ȟ‘ ÄὊȟȟȟ ᾀȟ‎ȟ—ȟ‘
ײַ ᶻ

Ȣ
ᴙ

 (4) 

Proof. Please refer to [11] for the proof of Theorem 1. 

 

3. Performance Evaluation 

In this section, we investigate the performance of the proposed task scheduler. We assume that the mobile device 

has a CPU with clock speed ὅ  ρȢτ GHz.  We further assume that ᾀȟ‎ȟ and — follow uniform distributions in [100 

B, 1 MB], [100, 3000] cycles/bit, and [0, 5], respectively, while we fix ‘ ς Mbps. The other simulation 

parameters are ‖ ρππυ mJ/sec, ‍ ςφπυ mJ/sec [4], ‗ πȢπψ, ‗ πȢπς, and ὅ τ GHz. 

 

We compare the performance between our proposed task scheduler and task scheduling policies ThinkAirïE, 

ThinkAirïD, and ThinkAirïED proposed in [1]. ThinkAirïE prioritizes energy conservation and offloads the tasks 

if the energy consumption is expected to improve. ThinkAirïD optimizes the offloading decision in order to 

expedite the execution of the tasks. However, ThinkAirïED is an energy-delay aware offloading mechanism and 

offloads the computing tasks only if both the energy consumption and the execution time are expected to improve. 
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We further compare our proposed task scheduler with MAUI [2]. To make an offloading decision, the MAUI solver 

aims to minimize the mobile deviceôs energy consumption subject to a latency constraint. The solver ensures that the 

total delay experienced by each task does not exceed an application-dependent constant delay, denoted by ὒ. In 

order to compare our proposed scheduler with MAUI, we set ὒ  ρȾ— for each application.  

 

Fig. 2 illustrates the average delay and the average energy consumption for different arrival rates of the computing 

tasks. The proposed scheduler substantially outperforms ThinkAirïD in terms of energy consumption. Furthermore, 

our proposed scheduler consumes slightly more energy than ThinkAirïE, however, it is better able to meet the 

requirements of delay-sensitive tasks. As can be observed from Fig. 2, our proposed scheduler reduces the delay by 

80% and 40% compared to ThinkAirïE and MAUI, while it only consumes 17% and 7% more energy, respectively.  

 

Fig. 3 shows the average energy consumption per task for different schemes and the corresponding average delay.  

We vary the delay parameter — from 0 to 103 to investigate the tradeoff between the energy consumption and delay 

for different applications. The proposed scheduler consumes more energy than ThinkAir-E to expedite the execution 

of delay-sensitive tasks, while it behaves similar to ThinkAirïD when — is very large. Moreover, for delay-tolerant 

tasks, the proposed task scheduler consumes the same amount of energy as ThinkAir-E.  

 

 

Figure 3. The tradeoff between the energy consumption and delay. 

 

4. Conclusion 

In this paper, we proposed a dynamic task scheduler for computation task offloading in MCC systems. We 

considered both delay-sensitive and delay-tolerant applications and designed the task scheduler based on a utility 

maximization framework. The proposed scheduler arrives at the optimal offloading decision when maximizing the 

 

Figure 2. The average delay per task and the corresponding average energy consumption per task versus different 

arrival rates of the computing tasks. 
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utility obtained by using the cloud computing services. We further investigated the performance of the proposed task 

scheduler through numerical experiments. Our results showed that the proposed task scheduler outperforms existing 

task scheduling policies in terms of energy consumption and delay. More details of the design of the task scheduler 

as well as additional simulation results can be found in [11].  
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1. Introduction  

The Internet of Things (IoT) environment will encompass billions of devices that are expected to generate more than 

two Exabyte of data per day [1]. Fog computing is a promising approach to perform distributed computation and 

caching for supporting IoT applications such as self-driving vehicle communications and drone flight control as well 

as enabling augmented reality (AR) or virtual reality (VR) services [2]. To meet the ultra-low latency 

communication and computing requirements of such applications, relying on cloud computing will no longer be 

possible due to the round-trip delay needed to reach the cloud data center. Thus, fog computing has been proposed 

as an extension of the cloud computing. In fog computing, some of the cloudôs functionalities such as caching, 

control, and computing are migrated to edge fog nodes [2]. Therefore, by pooling the computing resources of fog 

nodes located in proximity of one another at the edge of a wireless network, fog computing can achieve low-latency 

data transmission and computation.  

 
Fig. 1: Example of distributed fog computing and its integration with cloud computing. 

 

To enable low-latency fog computing, a fog-centric radio access network (FRAN) architecture was introduced in [3]. 

Fig. 1 shows an illustration of an FRAN-based fog computing network consisting of fog nodes and a central cloud 

that operates a cloud-based radio access network (CRAN). In Fig. 1, fog nodes can be clustered for pooling their 

resources. Then, distributed fog computing is used to process the computing tasks of a fog node with low latency. 

For instance, the user of a fog node can run a big data application that requires highly intense computing tasks. If the 

fog node does not have sufficient computing resources, it can find other neighboring fog nodes that have idle 

computing resources that they are willing to share. After discovering the neighboring nodes, the computing tasks can 

be distributed to the neighbors and computed in a distributed way to achieve low computational latency. Also, 

caching at the fog layer can be used to reduce the computational latency. For example, in Fig. 1, fog nodes can be 

associated with a fog access point (AP) that has a local data storage that it can use for caching. Whenever a 

computing task of a fog node needs to have input data, it is possible that the data is not stored at the fog node. In this 

case, caching the data at the fog AP can reduce the data transmission latency, thus resulting in a low computational 

latency. Moreover, in an FRAN, caching can be done by any fog node having a data storage. Thus, whenever fog 

nodes perform the functions of caching or computing for other devices including many IoT home appliances or 

sensors, low computational latency can be achieved, if the system is properly designed. 

 

2. Online Optimization Frameworks for Fog Computing 

Fog computing will generally need to operate in highly dynamic networking environments. For instance, distributed 

computing can be performed among heterogeneous fog nodes such as smartphones, tablets, and other IoT devices 

and embedded systems. Therefore, co-existing fog nodes may have different computing resources. When those fog 

nodes participate in distributed computing, each fog node is able to individually control and manage its computing 

resources. In consequence, the amount of shared computing resources of a fog node can be controlled by each 

individual fog node. In this case, the fog network will generally not be able to know, in advance, the available 

computing resource shared by each fog node. Also, fog nodes such as handheld devices and vehicles can be mobile. 

While fog nodes are moving, if a fog node moves beyond a maximum communication distance, it will no longer be 



 

IEEE COMSOC MMTC Communications - Frontiers 

http://www.comsoc.org/~mmc/ 20/61 Vol.12, No.4, July 2017 
 

able to join the fog computing network. Therefore, fog nodes can dynamically join and leave a network and, thus, it 

is challenging to know, a priori, the full information on the location and the future availability of different fog nodes. 

Thus, complete information on the fog computing environment is not always known to the involved fog nodes. 

Under such lack of information availability, fog nodes will not be able to use conventional offline optimization 

techniques, for computing, task distribution, or caching purposes, as such techniques typically require at least some 

form of information availability (full information or statistical) at the level of each fog node. Thus, to capture the 

dynamically varying and largely uncertain environment of fog networks, one can rely on the powerful tools of 

online optimization [4]. In online optimization problems, newly updated information is revealed to the system in a 

sequential manner. The sequentially arriving information becomes the input of an online problem. Thus, unlike 

offline optimization problems, online problems can be updated according to the input. Therefore, when an input is 

initially unavailable and revealed sequentially, an online algorithm must be used for decision making and 

optimization purposes. Hence, for an online cost minimization problem P, when an input set I is given in an online 

manner and the online algorithm yields feasible output OA, the objective function can be shown as C(I, OA) where C 

is a function of the online input and the output of the algorithm [5].  

 

For an online algorithm solving the online problem, competitive analysis can be used to measure the performance of 

an online algorithm. Using competitive analysis, the performance of the optimal offline algorithm is compared to the 

performance of the online algorithm, and the ratio between online and offline algorithms is known as a competitive 

ratio [5]. For instance, for a cost minimization problem, the costs of an online algorithm and optimal offline 

algorithm are denoted by ALG(I)=C(I,OA) and OPT(I)= min C(I,OA), respectively. Then, the competitive ratio is c 

satisfying ὧ ὃὒὋὍȾὕὖὝὍ ȟᶅὍȢ Whenever c=1, then the online algorithm and offline algorithm achieve the 

same performance. However, optimality cannot be readily achieved in online since the online algorithm is run 

without having the complete knowledge about the future events. Thus, the goal of developing online algorithms is to 

minimize the value of c in order to achieve a suboptimal solution whose performance is as close as possible to the 

optimal, offline approach. Also, when an input is given, the decision should be determined by an online algorithm 

before the next input arrives. In practice, the input arrival interval can be very short. In that case, the online 

algorithm needs to have low time complexity to make a decision in real time. Particularly, using a low time-

complexity algorithm can further reduce the decision-making latency, thus helping to achieve the ultra-low latency 

in fog computing. This provides a key rationale for adopting online optimization solutions for distributed and real-

time fog computing. In the next section, we introduce fog computing applications in which online optimization tools 

are a natural choice. 

 

3. Applications of Online Optimization 

3.1 Fog Computing for IoT Devices 

The IoT environment will include many small sensors for smart home. smart building control system, smart 

transportation, and even wearables that can deliver a wide range of services to the end-users. Considering a network 

that consists of a sensor layer and a fog layer, the IoT sensors with low computing power will generally seek to 

offload their computational tasks to other fog nodes in the fog layer such as smartphones or APs. By doing so, the 

tasks from the sensors can be computed with more powerful computing resources provided by the more capable fog 

nodes. The tasks are first offloaded from sensors to a certain fog node. Then, the fog node that received the tasks 

initiates distributed fog computing. This node will be referred to as the initial fog node. To compute the tasks over 

the fog network, the initial fog node distributes the received tasks to other neighboring fog nodes. During task 

distribution, the transmission latency can be defined as the sum of the waiting time before the tasks are transmitted 

and the wireless transmission delay incurred by the transmission from the initial fog node to another fog node. Once 

a neighbor successfully receives the tasks from the initial fog node, the computation procedure will further incur a 

computational latency that includes the waiting time in the computational queue and the actual processing time.  

 

In this typical use case of fog computing, the initial fog node first needs to select an optimal set of neighboring fog 

nodes and distribute the tasks to this selected set so as to minimize the latency. However, in practice, neighboring 

fog nodes can dynamically join and leave the fog computing network. Therefore, a given fog node will typically not 

be able to know when neighboring fog nodes will  join the network and also where those neighboring nodes are 

located. Thus, when the arrival of neighboring fog nodes is uncertain, the information cannot be known to the initial 

fog node. This uncertainty of the location and the order of arrival of neighboring fog nodes can be modeled as a 

sequential input of an online optimization problem. Then, an online optimization problem can be formulated to 

minimize the total computational latency defined as the sum of the transmission latency and computational latency.  
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Fig. 2: Maximum latency (computation and transmission) when tasks are offloaded to neighboring fog nodes and cloud. The 

transmission latency to the cloud increases with dc that is the distance between the initial fog node and the base station that is 

connected to the cloud.  

 

In [6], the fog network formation and task distribution problems are jointly studied to minimize the maximum total 

computational latency when the initial fog node can offload tasks to neighboring nodes and cloud. To enable the 

initial fog node to form a local fog network when the arrival process of neighboring nodes is randomly determined, 

an online framework based on the online secretary problem is proposed in [6]. In secretary problems, while an 

interviewer meets the applicants in a random sequential order, the interviewer should determine whether to hire the 

applicant or not. If a candidate is not hired, the interviewer cannot recall the rejected applicant. By using the analogy 

between the secretary problem and the fog network formation problem, in [6], we proposed an online algorithm that 

first observes the performance of some fog nodes and select the fog nodes by using the information gathered during 

the observation stage. This algorithm also repeatedly optimizes the task distribution whenever new fog node join fog 

computing. The simulation result in Fig. 2 shows that the online algorithm can successfully minimize the latency 

while achieving the a latency that is similar to the optimal latency that can be found by the offline algorithm using 

complete information of neighboring nodes. Fig. 2 also shows that when the transmission latency to the cloud 

decreases by changing the distance to the cloud dc from 400m to 300m, the maximum total latency can be reduced 

for all network sizes. In this work, to formulate the online optimization problem, the uncertain location and future 

availability of neighboring fog nodes are modeled as an online input. This online approach can be extended and 

applied for networks with moving fog nodes, e.g., autonomous cars or unmanned vehicles. In such scenarios, due to 

mobility, fog nodes are unable to know the future location of neighbors as well aso the time duration that each fog 

node can dedicate for participation in fog computing. Thus, online optimization can be used for moving fog nodes to 

solve fog network formation and task distribution problems. Naturally, other similar IoT scenarios with uncertainty 

can be modeled via online optimization. 

 

3.2 Caching Fog Computation 

In fog computing, fog nodes can further reduce their latency by caching the input data needed to process their 

computational operations. The computational operation of the application running on a fog node can have one 

corresponding input data (e.g. one file). In this case, the goal is to fetch the necessary input data, and this caching 

technique can be viewed as data caching. For such data caching, an interesting information-theoretic latency 

analysis is provided in [7] when the contents are delivered through a fronthaul and a wireless channel. In this 

analysis, it is assumed that the set of popular file is static; thus, it can be seen as offline caching. However, if the 

popularity of data changes within a short time interval, the data requests can be modeled as an online input. For 

scenarios in which fog nodes are unable to know full knowledge on user requests, online optimization can be used to 

develop online caching strategy. For instance, the work in [8] proposes an online scheme to minimize the data 

delivery time by replenishing the fog nodeôs cache and scheduling the delivery of the requested files.  

 

In contrast to data caching in which any given operation has a single input set, a more realistic scenario will include 

multiple files that can possibly be used for processing a computational operation at a fog node. Then, from those 

files, an operation can select a specific file as input data. When each input file represents the computational 

intermediate result (IR) of an operation, fog nodes can cache the computation by storing the possible input files, and 

this caching technique can be viewed as computational caching [9]. If the computational operations allow reusing 

the IR from previous computational operations, computational caching can be used to reduce the computational 

latency at a fog node. Therefore, by downloading IRs from neighbors, the fog node can avoid redundant 

computation, and the computational latency can be reduced. However, since downloading cached computation from 
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neighbors incurs an additional cost due to transmission latency, the fog node should properly decide whether or not 

to download IRs. Also, in computational caching, the uncertain arrival order of different computational operations 

can be modeled as an online input. Therefore, under uncertain future computation, we can consider the online 

computational caching problem that minimizes the transmission and computational latency where an online 

algorithm makes the downloading and caching decisions. This online computational caching can be applied to video 

applications. When the randomness of content requests is modeled as an online input, the online data caching can be 

used to fetch the requested data with low latency. Furthermore, by using online computational caching, the fog 

nodes can download the requested data in the form of IR from the neighboring nod; thus further optimizing the 

computational latency. 

 

3.3 Caching at Energy Harvesting Fog Nodes 

To reduce energy consumption of fog computing, mobile network operators can deploy self-power fog APs that use 

the harvested energy from ambient energy sources, e.g., solar or wind. However, when self-powered fog APs are not 

connected to the conventional power grid, they can be turned off due to the unexpected energy outage. Thus, the fog 

network may no longer be able to use the data cached at APs that are no longer operational due to power outage. 

This uncertainty on energy harvesting makes it very challenging to operate self-powered fog computing networks. 

To partially address this challenge, the problem of maximizing the caching payoff of self-powered APs is studied in 

[10]. In this work, the proposed algorithm enables self-powered fog APs to decide whether to accept the arriving 

requests from users and also whether to cache the downloaded data. While it is assumed that the energy level of APs 

increases by a constant unit in [10], in practice, the energy arrival process can be randomly determined. Thus, it can 

be difficult to know the future energy status. Here, the randomness of energy arrival can be modeled as online input 

[11]. By doing so, an online problem can be formulated to minimize the latency when self-powered fog APs decide 

whether to cache the data. Similarly, if fog nodes use energy harvesting, the online energy arrival can be applied to 

other applications. For example, self-powered fog nodes can be used to relay the data traffic to a server. Then, the 

uncertainty of the harvested energy is modeled as the online energy arrival. Therefore, one can consider an online 

problem that optimizes the data routing path when the energy states of fog nodes are uncertain. As such, online 

optimization provides powerful mechanisms for handling uncertain energy arrivals in energy harvesting fog 

networks. 

 

4. Summary 

In this paper, we have introduced the framework of online optimization as a powerful tool for operating distributed 

fog computing networks in dynamic and uncertain environments. In particular, we have discussed three key 

applications of online optimization for fog computing. First, we have shown how online optimization can be used to 

study distributed fog computing when the location and presence of fog nodes have uncertainty. Then, we have 

shown that online optimization can be used to enable caching in fog computing when future caching requests are 

unknown to the fog node. Finally, we have shown that online optimization can be used to perform caching at energy 

harvesting APs when the energy arrival at the self-power fog AP is random. In summary, online optimization tools 

are expected to play a key role in future fog computing networks primarily due to the need for low latency operation 

and the online models that capture the dynamic and uncertain environments.  
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1. Introduction  

MEC is an architectural model and specification proposal (i.e., by European Telecommunications Standards Institute 

- ETSI) that aims at evolving the traditional two-layers cloud-device integration model, where mobile nodes directly 

communicate with a central cloud through the Internet, with the introduction of a third intermediate middleware 

layer that executes at so-called network edges. This promotes a new three-layer device-edge-cloud hierarchical 

architecture, which is recognized as very promising for several application domains [1]. In fact, the new MEC model 

allows moving and hosting computing/storage resources at network edges close to the targeted mobile devices, thus 

overcoming the typical limitations of direct cloud-device interactions, such as high uncertainty of available 

resources, limited bandwidth, unreliability of the wireless network trunk, and rapid deployment needs. 

 

Although various MEC solutions based on fixed edges enable an increase of the quality and performance of several 

cloud-assisted device services, currently there are still several non-negligible weaknesses that affect this emerging 

new model. First, the number of edges is generally limited because edges are deployed statically (usually by telco 

providers) and their configuration and operation introduce additional costs for the supported services, such as 

deployment, maintenance, and configuration costs. Second, once deployed, edges are rarely re-deployed (due to the 

high re-configuration cost) in other positions and this might result in high inefficiency, e.g., as service load 

conditions might significantly change dynamically. Finally, some geographical areas might become interesting 

hotspots for a service only during specific time slots, such as a square becoming crowded due to an open market 

taking place only at a specific timeslot and day of the week. 

 

At the same time, the possibility to leverage people roaming though the city with their sensor-rich devices has 

recently enabled Mobile Crowd-Sensing (MCS). In fact, by installing an MCS application, any smartphone can 

become part of a (large-scale) mobile sensor network, partially operated by the owners of the phones themselves. 

However, for some high-demanding MCS applications (e.g., a surveillance service that, for security purposes, 

monitors an environment with smartphone cameras that capture photos/videos of the surroundings and exploits face 

recognition to trace suspicious usersô movements), regular smartphones often have not enough capabilities to timely 

perform the requested local tasks, in particular if considering their possible immersion in hostile environments with 

possible frequent intermittent disconnections from the global cloud. 

 

In other words, we claim that there are several practical cases of large and growing relevance where the joint 

exploitation of MEC and MCS would bring highly significant benefits in terms of efficient resource usage and 

perceived service quality. However, notwithstanding recent advances in both MEC and MCS, to the best of our 

knowledge, only a very limited number of seminal works has explored the mutual advantages in the joint use of 

these two classes of solutions, and they are mostly focused on pure technical communication aspects without 

considering the crucial importance of having humans as central contributors in the loop [2, 3, 4]. 

 

The paper reports some research ideas and findings in a brand new area that we call Human-driven Edge Computing 

(HEC) defined as a new model to ease the provisioning and deployment of MEC platforms as well as to enable more 

powerful MEC-enabled MCS applications. First and foremost, HEC eases the planning and deployment of the basic 

MEC model: it mitigates the potential weaknesses of having only Fixed MEC entities (FMEC) by exploiting MCS to 

continuously monitor humans and their mobility patterns, as well as to dynamically re-identify hot locations of 

potential interest for the deployment of new edges. Second, to overcome FMEC limitations, HEC enables the 

implementation and dynamic activation of impromptu and temporary Mobile MEC entities (M2EC) that leverage 

resources of locally available mobile devices. Hence, a M2EC is a local middleware proxy dynamically activated in 

a logical bounded location where people tend to stay for a while with repetitive and predictive mobility patterns [5], 

thus realizing a mobile, opportunistic, and participatory edge node. Third, given that M2EC, differently from FMEC, 

does not implement powerful backhaul links toward the core cloud, HEC exploits local one-hop communications 
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and the store-and-forward principle by using humans (moving with their devices) as VM/container couriers to 

enable migrations between well-connected FMEC and local M2EC.  

 

2. Boosting Mobile Edge Computing through Human-driven Edge Computing 

We refer to the scenario shown in Fig. 1. It extends the usual three-layer device-MEC-cloud hierarchical architecture 

(based on the interposition of FMEC entities) with the addition of the new M2EC entity. Indeed, the MCS approach 

combined with the seamless tracking of volunteers (monitoring both their mobility and their performance in terms of 

completion rates of assigned sensing tasks) allows to: i) identify the optimal locations where people tend to interact. 

Such locations ease the effective deployment of FMEC and M2EC. Furthermore, it allows to ii)  select of those users 

willing to host M2EC. Such users act as local access points to the hierarchical HEC.  

 

We experienced with the ParticipAct MCS living lab [6] in order to clarify the effectiveness of architecture proposed. 

We learned from ParticipAct that some locations aggregate people during all the day (such locations are indeed ideal 

candidates for the FMEC, see E1, E2, and E3 in Fig. 1). At the same time some locations become active only during 

shorter and different timeslots (e.g., P1 and P4 from 9:00AM to 10:30AM, while P2 is frequented only from 4:00PM 

to 6:00PM). These latest areas, out of the highly frequented people paths, would highly benefit of being served by a 

local (in time and space) M2EC, while it would be inefficient and overprovisioned to have additional FMEC there 

(see Fig. 1).  

 

 
Fig. 1: FMEC, M2EC, and couriers in our HEC model. 

 
Another interesting aspect we learned from the ParticipAct MCS living lab concerns HECs. They exploit 

opportunistic interactions among devices in order to enable the migration of Virtual Machines (VM)/containers. This 

feature can be achieved by leveraging human couriers moving from/to different FMECs (see Fig. 1) [7]. In our 

reference architecture, devices can interact through one-hop ad-hoc communications. Such interactions are possible 

by using short-range network interfaces, such as Bluetooth (i.e., up to 25m), Wi-Fi configured in direct mode (i.e., 

up to 150m) or the LTE-direct technology (i.e., up to 500m).  

Similarly to the paradigm adopted with the MSN, courier devices automatically down/upload VM/containers from 

the FMEC as soon as they are close enough to another device in order to transfer data. In turn, devices can share 

data gathered from other devices roaming in the same M2EC (see dotted lines in Fig. 1). Refer to Section 3 for the 

selection criteria of the most suitable human couriers. 

 

Without claiming completeness and due to space limitations, in the following we briefly overview the current state-

of-the-art in the main related fields. Focusing on architectural aspects of HEC, the MEC/fog literature has already 

produced some relevant modeling work and some seminal design/implementation results. Narrowing to efforts close 

to ours, as reported in [1], some first exploratory research activities have considered cooperation issues between edges 
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and the core, but only a very few works concentrated on the opportunities of having cooperation between devices and 

the edges. Considering MCS as application scenario, [2] and [3] propose to enhance the MCS process by leveraging 

intermediate MEC nodes, namely, FMECs, to boost data upload from mobile nodes to the infrastructure [2] and to 

provide more computing/storage capabilities closer to end mobile devices [3]. A very recent and interesting work, the 

closest to our HEC concept for what relates to enabling more collaboration between entities co-located at edges is [4]: 

it proposes not only to have the traditional ñverticalò collaboration between devices, MEC, and cloud level, but also 

an ñhorizontalò collaboration between entities at the same level via ad-hoc communications; however, it neglects 

humans and social/mobility effects, namely, there is no idea to dynamically identify and impromptu form M2ECs as 

in our novel HEC proposal.   

 

Finally, concerning the system and the implementation aspects, only a very few research activities are focused on the 

migration of VM/container on MEC middleware for mobile services over hostile environments. It is worth to notice 

that such activities are relevant aspects of modern CPS. Authors of [8] highlight the limitations of traditional live VM 

migration based on edge devices. They propose a live migration approach in response to client handoff in cloudlets, 

with less involvement of the hypervisor and, at the same time, by promoting migration to optimal offload sites. 

Authors also discuss how to  adapt the system to the changing network conditions and processing capacity. The work 

described in [9] presents the foglets programming infrastructure. Such infrastructure handles some mechanisms for 

quality/workload-sensitive migration of service components among fog nodes. Another interesting work is reported in 

[10]. It proposes the usage of cloudlets to support mobile multimedia services and to adjust the resource allocation 

triggered by runtime handoffs. Concerning the handoff evaluation, the authors of [11] study the handoff conditions in 

relation to various aspects such as signal strength, bit rate, number of interactions between cloudlets and associated 

devices. Finally, [12] proposes a multi-agent-based code offloading mechanism. It adopts a reinforcement learning 

and code blocks migration in order to reduce both execution time and energy consumption of mobile devices. To the 

best of our knowledge, these papers explore the integrated management of handover operations with VM/container 

migration. However,  none of them considers the possibility of exploiting peoplesô devices as storage/VM/container 

couriers.  

 

3. Mobile Edge Computing extended through the Crowd 

We first overview the HEC architecture as well as its main components and functionalities. Then, we present some 

guidelines and engineering tradeoffs for the selection of FMEC, M2EC, and of the human couriers. 

 

3.1. The Reference Architecture of the HEC Middleware 
HEC extends the emerging MEC three-layer hierarchical architecture. In particular, we consider two types of MECs, 

namely FMEC and M2EC. By focusing on our HEC middleware at mobile devices, we distinguish between regular 

mobile devices (capable of working only as service clients) and powerful devices (which may be promoted 

dynamically to host virtualized functions and to serve as M2EC nodes). In our current implementation, we identify a 

number of powerful devices based on the hardware and software features (ie. tablets or laptops that are locally paired 

with smartphones). It is worth to notice that the evolution trend of mobile/embedded devices is such that the potential 

set of mobile nodes that can be promoted to M2EC at runtime is ever increasing. Under this respect, some interesting 

benchmarks show that also RaspberryPI boards can adequately run OpenStack++ middleware [13]. We consider that 

our HEC middleware is already installed on such nodes before starting the provisioning of services, even if more 

sophisticated dynamic mechanisms for HEC middleware download at runtime can be easily integrated. Our HEC 

middleware implementation fits a wide spectrum of heterogeneous mobile devices, with the only constraint to run 

Android (iOS version currently under development). 

 

For what concerns the MCS applications, we consider that only highly demanding or group-oriented locality-based 

MCS tasks are delegated to FMEC and M2EC nodes, possibly based on dynamic considerations (e.g., residual battery 

energy). At this stage, the MCS tasks that have been already implemented and experimented for execution at HEC 

nodes are i) video analysis for face recognition and ii) analytics on all or fused monitoring indicators over 

geographical areas of highest interest and density such as data fusion, history-based processing of temporal series.  

 

3.2. The selection of FMEC and M 2EC and Human-enabled VM/Container Migration 

Our architecture is configured with a number of FMEC and M2EC. They are selected by analyzing the human 

mobility over an observation period. Concerning the FMECs, we consider those locations remaining mostly active 

during the whole day. These are locations not subject of mobility changes. To this purpose, we use the DBSCAN 
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algorithm in order to detect clusters of users roaming around the same location [6, 14]. DBSCAN returns K distinct 

clusters, we filter out some of them, in particular we restrict to k Ò K clusters as FMECs. 

 

The M2EC selection is achieved by spotting those locations of our region becoming active only during specific time 

slots. In fact, our goal is dynamically (re)configure our cloud architecture according to the natural rhythm of a city. 

To this purpose, we analyze the human mobility only during some temporal slots. In particular, we select those slots 

characterizing the typical phases of a routinary working day. For each of the slots, we cluster together the positions 

of the users with a process similarly to the one described for the FMEC. Also for the M2EC selection, we adopted 

the  DBSCAN algorithm. It results with H clusters of which we keep the top h Ò H. 

 

Our process allows setting the parameters k and h according to the mobility and sociality features of the mobility 

dataset considered. Specifically, a small crowded region can be provisioned with a low number of FMEC, but with a 

high number of M2EC since crowded area change quickly along the day. Conversely, in a wide depopulated area it 

could be possible to increase the number of FMEC and, at the same time, reducing the number of M2EC, since 

mobility changes slowly with the time. 

 

Once FMEC to M2EC are selected, we then consider how to move that among them. To this purpose, we consider 

humans (i.e., couriers), and their mobile devices provisioned with our HEC middleware, as the primary actors that 

can be involved into the loop. We assume that mobile devices are equipped with different kinds of network 

interfaces (short, medium and broadband) and of storage capacity. The storage allows devices to store-carry-and-

forward data among FMEC and M2EC, as well as it allows replicating data across users joining at the same time the 

same M2EC For the selection of couriers, we keep track of user mobility and prefers those users that have a more 

repetitive and predictable behavior: the more a user commutes from a FMES to a M2EC, the more he/she is a good 

courier candidate. 

 

Since not all the FMECs are connected to all M2ECs during the 24 hours, we consider the possibility of reducing the 

bandwidth in the cloud-to-FMEC direction and consequently the storage resources at FMECs. To this purpose, the 

HEC implements a load balancing policy. Such policy exploits the knowledge of the mobility and of the 

connectivity between FMECs and M2EC in order to select which VMs/containers requires to be moved move from 

the cloud to the FMECs. The load balancing strategy relies on the locality principle according to which 

VMs/containers are loaded in advance to those FMECs that are more likely to be store-and-forwarded by a courier 

toward a M2EC. 

 

Also for the sake of briefness and due to paper length limitations, further design/implementation details about our 

HEC proposal are not reported here because out of the central scope of this paper, which presented the vision and 

the main design guidelines of our innovative HEC solution. At the current stage, we are working in order to test 

these ideas through a set of experiments based on the real-world ParticipAct dataset which reproduces the mobility 

of about 170 students in the Emilia Romagna region (Italy) about 2 years [6].  

 

4. Conclusion 
This paper presented HEC, a new architecture model to ease the provisioning and to extend the coverage of traditional 
MEC approaches by bringing together the best of MEC and MCS. The cornerstone of our proposal lies in the ability 
to dynamically leverage human sociality and mobility effects to broaden the MEC coverage through the impromptu 
formation of M2ECs. Those encouraging results are pushing us to further investigate and refine our HEC model and 
we are currently exploring various related areas. On the one hand, we are working to enable the self-adaptable fine 
tuning of our HEC middleware to the different dynamics and variations of the city pulse, for instance to the different 
behaviors that might present along the year, such as working vs. vacation periods, and the week, such as working days 
vs. weekends. On the other hand, we are investigating innovative techniques in order to reduce the latency of 
downloading VMs/containers on M2EC nodes via parallelization of I/O and configuration operations. 
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1. Introduction  
In the past decade, we have witnessed Cloud Computing play as significant role for massive data storage, control, 

and computation offloading. However, the rapid proliferation of mobile applications and the Internet of Things (IoT) 

over the last few years has posed severe demands on cloud infrastructure and wireless access networks. Stringent 

requirements such as ultra-low latency, user experience continuity, and high reliability are driving the need for 

highly localized intelligence in close proximity to the end users. In light of this, Mobile Edge Computing (MEC) has 

been envisioned as the key technology to assist wireless networks with cloud computing-like capabilities in order to 

provide low-latency and context-aware services directly from the network edge. 

 

Differently from traditional cloud computing systems where remote public clouds are utilized, the MEC paradigm is 

realized via the deployment of commodity servers, referred to as the MEC servers, at the edge of the wireless access 

network. Depending on different functional splitting and density of the Base Stations (BSs), a MEC server can be 

deployed per BS or at an aggregation point serving several BSs. With the strategic deployment of these computing 

servers, MEC allows for data transfer and application execution in close proximity to the end users, substantially 

reducing end-to-end (e2e) delay and releasing the burden on backhaul network [1]. Additionally, MEC has the 

potential to empower the network with various benefits, including: (i) optimization of mobile resources by hosting 

compute-intensive applications at the network edge, (ii) pre-processing of large data before sending it (or some 

extracted features) to the cloud, and (iii) context-aware services with the help of Radio Access Network (RAN) 

information such as cell load, user locations, and radio resource allocation.  

 

In this letter, as a backdrop to identifying research questions, we briefly review recent research efforts on enabling 

MEC technologies and then discuss five key research directions. Specifically, the goals of this letter are: (i) to raise 

awareness of relevant and cutting-edge work being performed from various literature, and (ii) to identify a number 

of important research needs for future MEC systems.  

 

2. Recent Efforts in Enabling MEC Technologies 
Fueled by the promising capabilities and business opportunities, the MEC paradigm has been attracting considerable 

attention from both academia and industry. A number of deployment scenarios, service use cases, and related 

algorithms design has been proposed to exploit the potential benefits of MEC and to justify its implementation and 

deployment from both a technical and business point of view. In this section, we briefly review the recent efforts 

from both standardization and research perspectives towards enabling MEC technologies in wireless networks.  

2.1 Proofs of Concepts and Standardization Efforts 

In 2013, Nokia Networks introduced the very first real-world MEC platform [2], in which the computing platformï

Radio Applications Cloud Servers (RACS)ïis fully integrated with the Flexi Multiradio BS. Saguna also introduced 

their fully virtualized MEC platform, so called Open-RAN [3], that can provide an open environment for running 

third-party MEC applications. Besides these solutions, MEC standardization is being specified by the European 

Telecommunications Standards Institute (ETSI), which recently formed a MEC Industry Specifications Group (ISG) 

to standardize and moderate the adoption of MEC within the RAN. In the introductory white paper [4], four typical 

service scenarios and their relationship to MEC have been discussed, ranging from Augmented Reality (AR) and 

intelligent video acceleration to connected cars and IoT gateway. In the MEC World Congress 2016, ETSI has 

announced six Proofs of Concept (PoCs) that were accepted by the MEC ISG, including: 

- Radio Aware Video Optimization in a Fully Virtualized Network (RAVEN); 

- Flexible IP-based Services (FLIPS); 

- Enterprise Services; 

- HealthcareïDynamic Hospital User, IoT, and Alert Status Management; 

- Multi -Service MEC Platform for Advanced Service Delivery; 
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- Video Analytics. 

These PoCs strengthen the strategic planning and decision making of organizations, helping them identify which 

MEC solutions may be viable in the network. Also in this Congress, ETSI MEC ISG has renamed Mobile Edge 

Computing as Multi-access Edge Computing in order to reflect the growing interest in MEC from non-cellular 

operators, which takes effect starting from 2017 [5]. The technical requirements for MEC are specified in [6] to 

guarantee interoperability and to promote MEC deployment. These requirements are divided into generic 

requirements, service requirements, requirements on operation and management, and finally security, regulations 

and charging requirements. Most recently, the 3GPP has shown a growing interest in incorporating MEC into its 5G 

standard and has identified functionality supports for edge computing in a recent technical specification 

contribution [7].  

2.2 MEC Architecture and Virtualization  

In recent years, the concept of integrating cloud computing-capabilities into the wireless network edge has been 

considered in the literature under different terminologies, including Small Cell Cloud (SCC), Mobile Micro 

Cloud (MMC), Follow Me Cloud (FMC), and CONCERT [8]. The basic idea of SCC is to enhance the small cells, 

such as microcells, picocells or femtocells, with additional computation and storage capabilities so as to support 

edge computing [9]. By exploiting the Network Function Virtualization (NFV) paradigm, the cloud-enabled small 

cells can pool their computation power to provide users with services/applications having stringent latency 

requirements. Similarly, the concept of MMC introduced in [10] allows users to have instantaneous access to the 

cloud services with low latency. Differently from the SCC where the computation/storage resources are provided by 

interworking clusters of enhanced small cells, the User Equipment (UE) exploits the computation resources of a 

single MMC, which is typically connected directly to a BS. The FMC concept [11] proposes to move computing 

resources a bit further from the UEs, compared to SCC and MMC, to the core network. It aims at having the cloud 

services running at distributed data centers so as to be able to follow the UEs as they roam throughout the network. 

In all these described MEC concepts, the computing/storage resources have been fully distributed; conversely, the 

CONCERT concept proposes hierarchically placement of the resources within the network in order to flexibly and 

elastically manage the network and cloud services.  

2.3 Computation Offloading 

The benefits of computation offloading have been investigated widely in conventional Mobile Cloud 

Computing (MCC) systems. However, a large body of existing works on MCC assumed an infinite amount of 

computing resources available in a cloudlet, where offloaded tasks can be executed in negligible delay [12], [13]. 

Recently, several works have focused on exploiting the benefits of computation offloading in MEC network [14]. 

The problem of offloading scheduling was then reduced to radio resource allocation in [15], where the competition 

for radio resources is modeled as a congestion game of selfish mobile users. The problem of joint task offloading 

and resource allocation was studied in a single-user system with energy harvesting devices [16], and in a multi-cell, 

multi-user systems [17]; however, the congestion of computing resources at the MEC server was not taken into 

account. A similar problem is studied in [18] for single-server MEC systems, where the limited resources at the 

MEC server were factored in, and later on extended to multi-server MEC systems in [19]. 

2.4 Edge Caching 

The increasing demand for massive multimedia services over mobile cellular network poses great challenges on 

network capacity and backhaul links. Distributed edge caching, which can well leverage MEC paradigm, has 

therefore been recognized as a promising solution to bring popular contents closer to the users, to reduce data traffic 

going through the backhaul links as well as the time required for content delivery, and to help smoothen/regulate the 

traffic during peak hours. In general, edge caching in wireless networks has been investigated in a number of works 

(cf. [20-22] and references therein). Recently, in [23], [24], we have proposed a cooperative hierarchical caching 

paradigm in a Cloud Radio Access Network (C-RAN) where the cloud-cache is introduced as a bridging layer 

between the edge-based and core-based caching schemes. Taking into account the heterogeneity of video 

transmissions in wireless networks in terms of video quality and device capabilities, our previous work in [25] 

proposes to utilize both caching and processing capabilities at the MEC servers to satisfy usersô requests for videos 

with different bitrates. In this scheme, the collaborative caching paradigm has been extended to a new dimension 

where the MEC servers can assist each other to not only provide the requested video via backhaul links but also to 

transcode it to the desired bitrate version.  
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3. Five Key Research Directions for MEC in Wireless Networks 
Research on MEC lies at the intersection of wireless communications and cloud computing, which has resulted in 

many interesting research opportunities and challenges. The spectrum of research required to achieve the promises 

of MEC requires significant investigation along many directions. In this section, we highlight and discuss the key 

open research issues and future directions, which are categorized into five main topics as follows.  

3.1 Deployment Scenarios and Resource Management 

The key concept of MEC is to shift the cloud computing-capabilities closer to the end users in order to reduce the 

service latency and to avoid congestion in the core network. However, there has been no formal definition on what 

the MEC servers would be and where they should be deployed within the network. Such decisions involve 

investigating the site-selection problem for MEC servers where their optimal placement is coupled with the 

computational resource provisioning as well as with the deployment budget. In addition, it is critical to determine 

the required server density to cope with the service demands, which is closely related to the infrastructure 

deployment cost and marketing strategies. Finally, the deployment of MEC servers also depends on the RAN 

architecture where different functional splitting options between the BSs and the centralized processing center (such 

as in C-RAN) are specified, depending on the delay requirement and fronthaul capacity. 

3.2 Computation Caching and Offloading 

The combination of computation and storage resources at the MEC servers offers unique opportunities for caching 

of computation tasks. In this technique, the MEC server can cache several application services and their related 

database, and handle the offloaded computation from multiple users so as to enhance the user experience. 

Computation caching can help decrease the load on the access link by providing computing results to the end users 

without the need to fetch their tasks beforehand. Unlike content caching, computation caching presents several new 

challenges. First, computing tasks can be of diverse types and depend on the computing environment; while some of 

the content is cacheable for reuse by other devices, personal computing data is not cacheable and must often be 

executed in real time. Second, it is not practical to build popularity patterns locally at each server; instead, studying 

popularity distributions over larger sets of servers can provide a broader view on the popularity patterns of 

computing tasks. 

3.3 IoT Applications and Big Data Analytics 

The emerging IoT and Big Data services have changed the traditional networking paradigm where the network 

infrastructure, instead of being the dump pipe, can now process the data and generate insights. MEC resources can 

be utilized for pre-processing of massive IoT data so as to reduce bandwidth consumption, to provide network 

scalability, and to ensure a fast response to the user requests. A MEC platform can also encompass a local IoT 

gateway functionality capable of performing data aggregation and big data analytics for event reporting, smart grid, 

e-health, and smart cities. For instance, our previous work in [26] describes an autonomic edge-computing platform 

that supports deep learning for localization of epileptogenicity using multimodal rs-fMRI and EEG big data. To fully 

exploit the benefits of MEC for IoT, there needs to be significant research on how to efficiently distribute and 

manage data storage and computing, how to make edge computing collaborate with cloud computing for more 

scalable services, and how to secure the whole system.  

3.4 Mobility Management 

Mobility management is an essential feature for MEC to ensure service continuity for highly dynamic mobile users. 

For vehicular communications and automotive, integrating MEC with mobile cloud computing or vehicular cloud, 

wherein mobile or vehicle resources are utilized for communication and computation services, is a highly 

challenging issue from the service orchestration perspective. For many applications, estimating and predicting the 

movement and trajectory of users as well as personal preference information can help the MEC servers improve the 

user experience. For example, mobility prediction can be integrated with edge caching to enhance the content 

migration at the edges and caching efficiency. In addition, to achieve better user computation experience, existing 

offloading techniques can be jointly considered with mobility-aware scheduling policies at the MEC servers. This 

approach introduces a set of interesting research problems including mobility-aware online prefetching of user 

computation data, server scheduling, and fault-tolerance computation. For instance, in our previous works [27], [28], 

multi-tier distributed computing infrastructures based on MEC and Mobile Device Cloud (MDC) are proposed to 

link mobility management and pervasive computing with medical applications. 
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3.5 Security and Privacy 

Security issues might hinder the success of the MEC paradigm if not carefully considered. Unlike traditional cloud 

computing, MEC infrastructure is vulnerable to site attacks due to its distributed deployment. In addition, MEC 

requires more stringent security policies as third-party stakeholders can gain access to the platform and derive 

information regarding user proximity and network analytics. Existing centralized authentication protocols might not 

be applicable for some parts of the infrastructure that have limited connectivity to the central authentication server. 

It is also important to implement trust-management systems that are able to exchange compatible trust information 

with each other, even if they belong to different trust domains. Furthermore, as service providers want to acquire 

user information to tailor their services, there is a great challenge to the development of privacy-protection 

mechanisms that can efficiently protect usersô locations and service usage. 

 

4. Conclusion 
Mobile Edge Computing (MEC) is an emerging technology to cope with the unprecedented growth of user demands 

for access to low-latency computation and content data. This paradigm, which aims at bringing the computing and 

storage resources to the edge of mobile network, allows for the execution of delay-sensitive and context-aware 

applications in close proximity to the end users while alleviating backhaul utilization and computation at the core 

network. While research on MEC has gained its momentum, as reflected in the recent efforts reviewed in this letter, 

MEC itself is still in its nascent stage and there is a myriad of technical challenges that need to be addressed. In this 

regard, we discussed five key open research directions that we consider to be among the most important and 

challenging issues of future MEC systems.  
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Being a novel imaging technique, Light Field (LF) imaging not only conveys the intensity of the light directed from 

a scene, but also its directionality. Thus, two layers of information are presented in LF images, one being the 

angularity of approaching light rays and the other being the usual colour and luminance information. As a result, LF 

images enable several possibilities, such as image re-focussing, viewpoint adjustment, and scene depth extraction, 

which would otherwise not be possible with conventional camera shots. LF image acquisition deploys a different 

optics setup compared to conventional imaging systems, consisting of an array of multiple lenses and image sensors 

(i.e., multi-camera arrays) or special micro-lens arrays placed in compact camera systems. Owing to its complexity 

and large data volume, LF image processing and communication has attracted attention from research communities 

in computer vision and signal processing. With the more common availability of LF displays and off-the-shelf LF 

camera products, the research efforts in that area have further gone up recently. The LF technology has been in use 

for emerging applications in various domains, such as computational photography, augmented reality, light-field 

microscopy, and 3D display of objects and visual scenes in the whole field-of-view.   

Light Field communications cover an end-to-end cycle, i.e., starting from acquisition to post-processing and 

compression, then transmission and finally display rendering. While the acquisition and displaying of the LF images 

require specific hardware, mostly the modified versions of existing techniques, which are originally developed for 

conventional images, have been used for the processing and compression of LF images. Nevertheless, LF 

images/videos differ fundamentally from their traditional counterparts, thus making those techniques sub-optimal in 

most cases. In this Special Issue, authors highlight their research findings and perspectives on the different aspects 

of the LF imaging technology.  

The first contribution by Christine Guillemot and Reuben Farrugia, titled ñLight field image processing: overview 

and research issuesò, briefs the readers about the fundamentals of the plenoptic function, the varieties and the design 

trade-offs of the LF capturing systems. Furthermore, the authors provide us with a survey of the past and ongoing 

research works addressing various aspects, such as the compression of vast LF data, the inherent spatial and angular 

resolution trade-off, and user interactivity issues. They outline the major research questions in the field open to 

further investigation. 

The second contribution by Joao M. Santos, et. al., titled ñPerformance evaluation of light field pre-processing 

methods for lossless standard codingò, provides a detailed performance comparison of various raw data pre-

processing and coding standards in the context of LF images. In an exploratory study, the authors test the lossless 

compression gain of deploying different data arrangement models and colour transforms with the well-known 

standard compression standards, such as JPEG2000, JPEG-LS, and HEVC.  

In their paper titled ñTowards Adaptive Light Field Video Streamingò, Peter A. Kara, et. al., give an overview of the 

issue of Quality of Experience measurement in the context of LF visualisation. Based on the authorsô research works 

in the evaluation of the LF video quality on a holographic display in relation with the field-of-view, spatial and 

angular resolutions, a new adaptive LF video streaming approach is proposed. 

Finally, in his paper titled ñLight Fields for Near-eye Displaysò Fu-Chung Huang sheds light on the design aspects 

of special near-eye displays for LF visualisation. Near-eye displays are of particular importance given the surging 

popularity of Virtual Reality head mounted displays. Near-eye LF displays have several advantages over traditional 

head-mounted displays, such as providing superior depth of field, more comfortable and natural viewing free from 

vergence - accommodation conflict. The author outlines several different near-eye light display technologies with a 

comparison in terms of multiple aspects including resolution, field-of-view and the form factor. 
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With this Special Issue we have no intent to present a complete picture on the state of the LF technology and the 

applications it powers. However, we hope that the presented papers provide the audience with a brief tutorial and 

valuable insight into the persisting challenges in the area, and predictions for the future research.  

Our special thanks go to all authors for their precious contributions to this Special Issue. We would also like to 

acknowledge the gracious support from the Board of MMTC Communications - Frontiers. 
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1. Introduction  

Light field (LF) imaging first appeared in the computer graphics community with the goal of photorealistic 3D 

rendering [1]. Motivated by a variety of potential applications in various domains (e.g., computational photography, 

augmented reality, light field microscopy, medical imaging, 3D robotic, particle image velocimetry), imaging from 

real light fields has recently gained in popularity, both at the research and industrial level.  

Research effort has been dedicated to the practical design of systems for capturing real-world light fields which go 

from cameras arrays [2-5] to single cameras mounted on moving gantries and plenoptic cameras [6,7] based on the 

principle of integral imaging first introduced by Lipman in [8]. The commercial availability of plenoptic cameras 

and the equipment of recent smart phones with several cameras, with a single specialized sensor, or with a wafer-

level-optics camera array [9], which can, to some extent, capture light fields, even if they are not as angularly dense 

as those captured by plenoptic cameras, has given a novel momentum to light field research.  The flow of rays 

captured by light field acquisition devices is in the form of large volumes of data retaining both spatial and angular 

information of a scene, which enables a variety of post-capture processing capabilities, such as re-focusing, 

extended focus, different viewpoint rendering and depth estimation, from a single exposure. 

While offering unprecedented opportunities for advanced image analysis, creation and editing features, real light 

fields capture poses a number of challenging problems. The data captured by light fields cameras is not only big in 

volume and of high dimension, which is an issue for storage and communication, but also overwhelming in several 

other aspects such as the need for high processing power and the angular-spatial resolution trade-off inherent to light 

field capture devices. The volume of data inherent to light fields is an issue for user interaction which requires near 

real-time processing, potentially on devices having limited computational power. Editing with a tractable complexity 

and in a consistent manner the large number of views cannot be solved with a straightforward application of now 

well-known 2D images editing algorithms. After a brief recall of the plenoptic function and of light fields capturing 

devices, this paper gives an overview of the main research directions addressing the above challenging problems.  

2. Plenoptic function and real light fields capturing devices  

Light field capturing is about sampling the plenoptic function which is a 7D function L(x,y,z,f,q,L,t) describing the 

light rays emitted by a scene and received by an observer at a particular point (x,y,z) in space, following an 

orientation defined by the angles (f,q), with a wavelength L, at a given time instant t. For a static light field, the 7D 

plenoptic function can be simplified into a 4D representation called 4D light field in [10] and Lumigraph in [11], 

describing the radiance along rays by a function L(x; y; u; v) of 4 parameters at the intersection of the light rays with 

2 parallel planes, as shown in Fig.1.left. This simplification is done assuming constant radiance of a light ray from 

point to point, and given that an RGB sampling of the wavelength is performed by the color filters coupled with the 

CCD sensors.  

 
  
Fig. 1: (left) Illustration of the two planes parameterization of the 4D static (one time instant) light field; 

(right) Rendered image at one focus; and epipolar image corresponding to horizontal red line in left 

image. 


















































