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Message from MMTC Chair

Dear MMTC friends and colleagues,

Time flies! It is my turn again to provide a message for the November issue of E-Letter, which reminds me that I have already served nearly three quarters of my term. It is a great honour and pleasure to serve as vice Chair-Letters & Member Communications for 2014 ~ 2016. In the past one and half years, I deeply enjoyed working with the MMTC officers, the E-Letter, R-Letter, and Membership boards, the IGs, and MMTC members to serve the MMTC community and to continue the past success of MMTC. Thank you all for your collaboration and support!

I would like to take this opportunity to provide an update of the E-Letter, R-Letter and Membership boards. The E-Letter and R-Letter boards, led by Drs. Periklis Chatzimisios and Christian Timmerer, respectively, have been working diligently with the IGs to publish special issues on hot related topics and review the top papers in the field. I am pleased to announce the 2015 MMTC Excellent Editor Awards awardees:

- Dr. Kan Zheng, Beijing University of Posts & Telecommunications, Beijing, China, E-Letter Editor
- Dr. Pradeep Atrey, State University of New York, Albany, NY, USA, R-Letter Editor

Please join me to congratulate Drs. Zheng and Atrey for this well-deserved recognition and thank them for their hard work.

In addition, the Letter Boards are working on collaborations with MMTC sponsored conferences such as ICME and CCNC, and with related journals including IEEE Transactions on Circuits and Systems for Video Technology (CSVT) and IEEE Multimedia. To beef up the impact of E-Letter, we are soliciting original position papers. If you are organizing a panel at a conference, or a workshop on a related topic, we encourage you to submit a short paper summarizing the dynamics and discussions at the event, and get it published at E-Letter. If you have any suggestions on how to promote the letters, please do not hesitate to contact me or the Letter Directors.

A new initiative, with help from the executive team, in particular, Drs. Yonggang Wen and Fen Hou, is to create a Newsletter Editor position, whose job is to collect MMTC related news items, such as call for papers, job openings, nominations, and announcements, and edit these into a weekly newsletter to distribute to all MMTC members. This way, the MMTC related email traffic will be greatly reduced, and it is also much easier for our members to check for such information from the Newsletter page at the MMTC website. It is my great pleasure to introduce our first Newsletter Editor, Dr. Mugen Peng, to you. Dr. Peng is a Full Professor at Beijing University of Posts & Telecommunications, Beijing, China. In the past month, you probably have already received the weekly newsletters edited and sent by Dr. Peng. Let’s thank him for the excellent work done!

Our Membership Board, led by Drs. Zhu Liu, Lifeng Sun, and Laura Galluccio, have been working on streamlining the membership subscription procedure. The past procedure was quite cumbersome and has not been helpful to attract more members. With help from Dr. Dalei Wu, the new subscription site is working now.
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A new member can click the link “click here” in the Membership Board page at: http://committees.comsoc.org/mmc/membership.asp, and then enter his/her name and email address in the next page to become an MMTC member.

Note that to become an MMTC member, no IEEE or IEEE Communications Society membership is required. In other words, anyone who is interested in multimedia communications can subscribe and become an MMTC member. Please spread the word and encourage your friends, colleagues, and more important, students to subscribe. I am sure your students will greatly benefit from the interaction with the MMTC community and participation in MMTC events.

I hope you enjoy reading this E-Letter issue, and strongly encourage you find the IG of interest to get involved and to contribute to future E-Letter special issues. If you have any suggestions or comments on improving the E-Letter, R-Letter and Membership boards, please do not hesitate to contact me or the Board Directors.

Sincerely,

Shiwen Mao
Vice Chair—Letters & Member Communications
Multimedia Communications Technical Committee, IEEE ComSoc
Multimedia cloud computing is an emerging area that involves multimedia communications, applications, and services using / on the cloud. Here by cloud we refer to a shared pool of configurable computing resources that can allow ubiquitous, convenient, on-demand access and helps with multimedia computing in different aspects. For example, a straightforward use is to rely the powerful, scalable computing power of cloud to facilitate multimedia content encoding and processing; also, the cloud can be used to speed up and/or improve the quality of multimedia communications by serving as a relay node on the transmission path. Due to much use of the cloud in multimedia computing, the provisioning of cloud infrastructure, resource allocation, network routing, and QoE management are also important issues in this emerging field.

This special issue of E-Letter focuses on the recent progresses of cloud-aware multimedia applications and systems. It is the great honor of the editorial team to have four leading research groups, from both academia and industry laboratories, to report their innovations for developing novel methodologies and solutions in addressing the challenges in providing quality cloud-aware multimedia systems.

In the first article titled, "Cloud-based Transcoding and Adaptive Video Streaming-as-a-Service", Timmerer et. al presented research that led to the deployment of bitcodin, a live transcoding and streaming-as-a-service platform using the MPEG-DASH standard which is used for both live 24/7 and event-based temporary services and bitdash, an adaptive client framework. They have shown that with the proposed live transcoding and streaming-as-a-service – bitcodin – is able to exploit the flexibility and elasticity of the cloud to provide scalability on demand for both live 24/7 services and event-based streaming for a limited time period. In addition, the presented streaming client offers a high average media throughput without stalling when operating in fluctuating network environments and provides instant playback for live services with a low start-up delay as well as high Quality of Experience for the actual end user.

Aparicio-Pardo, Simon and Blanc from University of Nice and Telecom Bretagne authored the second article, “Transcoding in the Cloud: Optimization and Perspectives”. The authors describe research activities on the global management of a live video streaming service running in the cloud and show that a management policy that takes into account all the interdependencies among technologies can bring significant advantages. In particular, they address the problem of preparing the adequate video package (the set of representations) taking into account multiple constraints. The studies show that significant gains can be obtained by implementing smart strategies for the transcoding of the videos in the context of adaptive streaming.

The third article is contributed by Shervin Shirmohammadi from University of Ottawa, and the title is “Delay Reduction in Cloud Gaming”. Cloud gaming or Gaming as a Service is one of the newest entries in the online gaming world, leverages the well-known concept of cloud computing to provide real-time gaming services to players. Despite advancing at a rapid rate, Cloud Gaming is fundamentally challenged by two main obstacles: high bandwidth requirement and strict sensitivity to network delay. In this article, the author gave an overview of delay points in a cloud gaming system, and also described some techniques for reducing delay in the cloud side, including optimizing the routing path within a data center using SDN.

Su and Lu presented a cloud-based system, Continuous Analysis of Many Cameras (CAM2, in short) in the fourth article, “Cloud-based System for Large-Scale Video Analysis from Camera Networks”. The multimedia data generated from these network cameras can be a type of big data because (1) at multiple frames per second, multimedia data pass through networks at high velocity; (2) multimedia data have wide variety; (3) and storing multimedia data requires large volume of capacity. These features indicate that cloud computing can be an appropriate solution to process multimedia big data. Thus, a cloud-based system, Continuous Analysis of Many Cameras (CAM2, in short), was proposed by the authors for harvesting valuable information embedded in multimedia data from multiple network cameras. This article reviews and reveals the research issues on cloud resource management for performance improvement of CAM2 for users and researchers, respectively.
While this special issue is far from delivering a complete coverage on this exciting research area, we hope that the four invited letters give the audiences a taste of recent activities in this area, and provide them an opportunity to explore and collaborate in the related fields. Finally, we would like to thank all the authors for their great contribution and the E-Letter Board for making this special issue possible.

Kuan-Ta Chen is a Research Fellow at the Institute of Information Science of Academia Sinica. He was an Assistant Research Fellow from 2006 to 2011 and an Associate Research Fellow from 2011 to 2015 at the Institute of Information Science, Academia Sinica. He received his Ph.D. in Electrical Engineering from National Taiwan University in 2006, and his B.S. and M.S. in Computer Science from National Tsing Hua University in 1998 and 2000, respectively.

His research interests span various areas in multimedia computing and social computing with an emphasis on user experience, multimedia systems and networking, crowdsourcing, and computational social science. He received the Best Paper Award in IWSEC 2008 and K. T. Li Distinguished Young Scholar Award from ACM Taipei/Taiwan Chapter in 2009. He also received the Outstanding Young Electrical Engineer Award from The Chinese Institute of Electrical Engineering in 2010, the Young Scholar’s Creativity Award from Foundation for the Advancement of Outstanding Scholarship in 2013, and IEEE ComSoc MMTS Best Journal Paper Award in 2014. He has been an Associate Editor of ACM Transactions on Multimedia Computing, Communications, and Applications (ACM TOMM) since 2015. He is a Senior Member of ACM and a Senior Member of IEEE.

Ali C. Begen is with the Video and Content Platforms Research and Advanced Development Group at Cisco. His interests include networked entertainment, Internet multimedia, transport protocols and content delivery. Ali is currently working on architectures and protocols for next-generation video transport and distribution over IP networks. He is an active contributor in the IETF and MPEG, and has given a number of keynotes, tutorials and guest lectures in these areas.

Ali holds a Ph.D. degree in electrical and computer engineering from Georgia Tech. He received the Best Student-paper Award at IEEE ICIP 2003, the Most-cited Paper Award from Elsevier Signal Processing: Image Communication in 2008, and the Best-paper Award at Packet Video Workshop 2012. Ali has been an editor for the Consumer Communications and Networking series in the IEEE Communications Magazine since 2011 and an Associate Editor for the IEEE Transactions on Multimedia since 2013. He served as a general co-chair for ACM Multimedia Systems 2011 and Packet Video Workshop 2013. He is a senior member of the IEEE and a senior member of the ACM. Further information on Ali’s projects, publications, presentations and professional activities can be found at http://ali.begen.net.

Chin-Feng Lai is an Associate Professor at Department of Computer Science and Information Engineering, National Chung Cheng University since 2014. He received the Ph.D. degree in department of engineering science from the National Cheng Kung University, Taiwan, in 2008. He received Best Paper Award from IEEE 17th CCSE, 2014 International Conference on Cloud Computing, IEEE 10th EUC, IEEE 12th CIT. He has more than 100 paper publications. He is an Associate Editor-in-Chief for Journal of Internet Technology and serves as Editor or Associate Editor for IET Networks, International Journal of Internet Protocol Technology, KSII Transactions on Internet, Information Systems, and Journal of Internet Technology. He is TPC Co-Chair for FCST 2014, ICS 2014, ICESS 2013, FC 2013, EmbeddedCom 2012, CIT 2012 and the Interest Group on Multimedia Services and Applications over Emerging Networks of the IEEE Multimedia Communication Technical Committee during 2012 and 2017. His research focuses on Internet of Things, Body Sensor Networks, E-healthcare, Mobile Cloud Computing, Cloud-Assisted Multimedia Network, Embedded Systems, etc. He is an IEEE Senior Member since 2014.
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1. Introduction

Real-time entertainment services such as streaming video and audio are currently accounting for more than 60% of the Internet traffic, e.g., in North America’s fixed access networks during peak periods [1]. Interestingly, these services are all delivered over-the-top (OTT) of the existing networking infrastructure using the Hypertext Transfer Protocol (HTTP) which resulted in the standardization of MPEG Dynamic Adaptive Streaming over HTTP (DASH) [2]. The MPEG-DASH standard enables smooth multimedia streaming towards heterogeneous devices and commonly assumes the usage of HTTP-URLs to identify the segments available for the clients [3].

More and more services are getting deployed adopting the MPEG-DASH standard and we see an increasing offer of various live events – 24/7 or special events (e.g., operas, festivals, sports) for a limited time – which are solely delivered over the open Internet without any quality guarantees. Most of these services are offered for free including advertisements, which provide service providers means for monetization. In this paper we present research that led to the deployment of bitcodin, a live transcoding and streaming-as-a-service platform using the MPEG-DASH standard which is – at the time of writing this paper – used for both live 24/7 and event-based temporary services and bitdash, our adaptive client framework. The system architecture is described in Section 2 and Section 3 provides details about our live transcoding and streaming-as-a-service. Quality of Experience (QoE) and client support mechanisms for live streaming are described in Section 4 and Section 5 concludes the paper. Please note that this paper has been published within IEEE ICME 2015 Industry Track [4].

2. System Architecture

The high-level system architecture bitcodin and bitdash is depicted in Figure 1. It comprises the following components (blue-rimmed modules are developed by us):

a) the actual transcoding and streaming-as-a-service deployed on standard cloud infrastructure (e.g., Google, Amazon, Windows, etc.) taking the live source as input and providing multiple representations (e.g., resolution, bitrate, etc.) according to the MPEG-DASH standard as output;

b) the integration within the customer Web portal for the actual deployment;

c) the streaming utilizing standard delivery infrastructure over a content distribution network (CDN); and

d) the DASH client implementation integrated within heterogeneous devices.

The transcoding and streaming-as-a-service takes the live multimedia content as an input and transcodes it to multiple content representations in real-time on standard infrastructure-as-a-service (IaaS) cloud environments according to the requirements of the customer in terms of resolutions, bitrates, etc. These requirements are expressed through an application programming interface (API) exposed to the customer. The resulting manifest describing the individual content representations and primary input for the streaming client is incorporated within the customer’s Web portal offering the service to the actual clients (end users). The streaming is conducted utilizing standard CDN infrastructure. The heterogeneous clients request the multimedia segments based on the manifest received prior to the streaming and adapt themselves to the context conditions such as fluctuating network bandwidth.

Please note that our approach is explicitly targeting MPEG-DASH as the primary multimedia format representation taking into account guidelines provided by the DASH Industry Forum (DASH-IF: http://www.dashif.org). In practice, however, there is also a need to support Apple’s HTTP Live Streaming (HLS) for iOS-based devices such as iPhone, iPad, and AppleTV. This is a requirement for iOS apps submitted for distribution in their App Store. Thus, we support also HLS in addition to MPEG-DASH but we hope that Apple will relax this requirement in the near future.

3. Cloud-based Transcoding and Streaming

http://www.comsoc.org/~mmc
The core of bitcodin is the ability to take multimedia content from a live source and to transcode it in real-time (actually much faster than real-time is possible) into various content representations based on a given configuration (e.g., video profile, video quality, video resolution, audio/video bitrate). The input is typically provided using the proprietary Real-Time Messaging Protocol (RTMP) push, which is a de-facto standard used within the industry to push live content over the Internet. Other open standards such as HTTP/2 push could be a replacement but it is not yet widely available, as it has been only standardized recently [5]. Therefore, we still have to stick with RTMP push for a while.

We support a variety of input formats in terms of video, audio, and containers as well as subtitles. Our transcoding mechanism utilizes the flexibility and elasticity of existing cloud infrastructure-as-a-service (IaaS) providing scalability on demand when it is needed. In particular, cloud instances are requested and utilized depending on the demand in order to satisfy real-time requirements and even beyond, i.e., transcoding to various content representations ranging from standard definition resolution to ultra high definition resolution multiple times faster than real-time. A screen shot is shown in Figure 2, which reveals the performance of being much faster than real-time. Additionally, a preview of the results while the transcoding is still in progress is possible.

A REST API enables easy integration into existing media workflows as well as support for multiple CDNs depending on the customer needs.

4. Client Implementation Framework
The MPEG-DASH standard defines the media presentation description (MPD) as well as segment formats and deliberately excludes the specification of the client behavior, i.e., the implementation of the adaptation logic, which determines the scheduling of the segment requests, is left open for competition. In the past, various implementations of the adaptation logic have been proposed both within the research community and industry deployments/products. In any case, the behavior of the adaptation logic directly impacts the Quality of Experience (QoE) which can be defined as “the degree of delight or annoyance of the user of an application or service. It results from the fulfillment of his or her expectations with respect to the utility and/or enjoyment of the application or service in the light of the user’s personality and current state” [6]. For DASH-based services the main QoE influence factors can be described as initial/start-up delay, buffer underruns also known as stalls, quality switches, and media throughput.

In order to evaluate our client bitdash we performed an objective evaluation adopting a setup similar to [7] where the bandwidth and delay between a server and client are shaped using a shell script that invokes the Unix program TC with netEM and a token bucket filter. In particular, the delay was set to 80ms and the bandwidth follows real-world bandwidth traces or a predefined trajectory comprising both abrupt and step-wise changes in the available bandwidth. The delay corresponds to what can be observed within long-distance fixed line connections or reasonable mobile networks and, thus, is representative for a broad range of application scenarios.

The test sequence is based on the available DASH dataset [8] where we adopt the Big Buck Bunny
sequence providing representations with a bitrate of 100, 150, 200, 350, 500, 700, 900, 1100, 1300, 1600, 1900, 2300, 2800, 3400, 4500 kbps and resolutions ranging from 192×108 to 1920×1080. The configuration provides a good mix of resolutions and bitrates for both fixed and mobile network environments. We evaluated two versions, one with 2s segment length and one with 10s as these are the most common segment sizes currently adopted by proprietary deployments (i.e., Apple HLS uses 10s whereas others like Microsoft and Adobe use 2s).

A first evaluation of our DASH client implementation was based on the average throughput (in kbps), number of switches, and the duration in which the playback was stalled (in seconds). We have compared our implementation utilizing different strategies within real-world bandwidth traces to existing, proprietary solutions deployed on various platforms such as Microsoft Smooth Streaming, Adobe HTTP Dynamic Streaming (HDS), and Apple HTTP Live Streaming (HLS). The results are summarized in Table 1 and demonstrate the smoothness of the solutions offered by Microsoft and Apple but also issues with the implementation from Adobe which produced an increased number of stalls. In contrast, our first implementation of a DASH client adopts a simple throughput-based adaptation logic and provides comparable results to commercially available products, both in terms of throughput and stalls. The number of quality switches is shown to be higher but without impacting the QoE. It is known that QoE is impacted only when switching every second with a high amplitude (e.g. from high-to-low quality representation and vice-versa) [9]. Using HTTP persistent connections and pipelining increases the throughput, making it directly competitive with Microsoft Smooth Streaming. Finally, with a buffer-based adaptation we could even further increase the average throughput by reducing the number of quality switches resulting in an overall performance much better than proprietary/commercially available solutions. When using scalable video coding (SVC) a much more aggressive adaptation logic can be used due the nature of layered video coding that can be exploited during streaming [9].

The second evaluation comprises a comparison of our buffer-based adaptation with ten different adaptation approaches proposed in the literature using the same setup as shown before but with a predefined bandwidth trajectory. The average media throughput in terms of bitrate [kbps] is shown in Figure 3. The “Available Bandwidth” on the left side of the figure shows the average bandwidth according to the predefined bandwidth trajectory used in the evaluation. The “Measured Bandwidth” by the clients is shown next to it, which is typically a bit lower than the available bandwidth due to the network overhead. The results of the different adaptation logics are shown subsequently and our implementation – on the very right side of the

Table 1: Comparison of Results with Commercially available Products with real-world bandwidth traces: i) first DASH implementation in VLC with throughput-based adaptation logic, ii) improvement due to HTTP persistent connections and pipelined requests, iii) buffer-based adaptation logic using AVC (basis for bitdash), iv) improvement due SVC.

<table>
<thead>
<tr>
<th>Name</th>
<th>Average Throughput [kbps]</th>
<th>Switches [Number]</th>
<th>Stalls [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microsoft Smooth Streaming</td>
<td>1,522</td>
<td>51</td>
<td>0</td>
</tr>
<tr>
<td>Adobe HTTP Dynamic Streaming (HDS)</td>
<td>1,239</td>
<td>97</td>
<td>64</td>
</tr>
<tr>
<td>Apple HTTP Live Streaming (HLS)</td>
<td>1,162</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>DASH-TPB</td>
<td>1,045</td>
<td>141</td>
<td>0</td>
</tr>
<tr>
<td>DASH-TPB Pipelined</td>
<td>1,464</td>
<td>166</td>
<td>0</td>
</tr>
<tr>
<td>DASH-BB (AVC)</td>
<td>2,341</td>
<td>81</td>
<td>0</td>
</tr>
<tr>
<td>DASH-BB (SVC)</td>
<td>2,738</td>
<td>101</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 3: Average Media Throughput/Bitrate of all Adaptation Logics (higher is better).

Figure 4: Number of Stalls (lower is better).
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In this paper we have shown a live transcoding and streaming-as-a-service – bitcoin –, which has been specifically designed for dynamic adaptive streaming over the top of the existing infrastructure using the MPEG-DASH standard (also supporting HLS for iOS apps). By using standard infrastructure, we are able to exploit the flexibility and elasticity of the cloud to provide scalability on demand for both live 24/7 services and event-based streaming for a limited time period. For the actual delivery we adopt standard content delivery networks without vendor lock-in enabling flexibility and stability for streaming services.

Finally, our streaming client offers a high average media throughput without stalling when operating in fluctuating network environments and provides instant playback for live services with a low start-up delay due to the proposed liveEdgeNumber included within the MPD and, thus, enables high Quality of Experience for the actual end user.
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1. Introduction

The most popular online video services are now hosted "in the cloud". This now mainstream idiom indicates a set of hardware and software technologies. On the hardware side, the servers in the data-centers offer computing resources for the preparation of the video content, while the edge-servers in the Content Delivery Network (CDN) store and deliver the video streams. On the software side, the encoders transform a flow of data depicting images into a compressed, transportable stream. Software also implements the rate-adaptive streaming strategies and is in charge of managing the CDN resources, taking into account various technical and business constraints. The coordination between all software and hardware technologies is a key requirement, affecting both the Quality of Experience (QoE) of the end-users, who consume the video streams, and the operational costs of the service provider.

In this letter, we describe research activities on the global management of a live video streaming service running in the cloud. We focus on the coordination of these technologies and we show that a management policy that takes into account all the inter-dependencies among technologies can bring significant advantages. In particular, we address the problem of preparing the adequate video package (the set of representations) taking into account multiple constraints.

We first describe the main elements of a cloud streaming system. We then introduce an optimization framework, which has been presented in more details in [1,2]. This framework can be tuned to reflect the objectives and constraints of different actors. We then present some results of trace-driven performance evaluations to illustrate the different results that can be obtained by the framework. Finally, and most importantly, we discuss the perspectives of the research on cloud optimization from a global standpoint, taking into account both business and scientific concerns.

2. Cloud Streaming Chain

Figure 1 shows a simplified view of the main components, and corresponding actors, of a typical cloud streaming chain. Each one is briefly described in the following.

2.1. Broadcaster

The broadcaster is the entity that generates the original video. It can be either a professional broadcaster, such as a traditional TV provider, or, more recently, an individual source of video, such as people broadcasting while playing a videogame [3,4] or while attending all sort of events [5].

In the case of professional broadcaster, the video is captured, and then encoded by so-called contribution encoders. The main goal of video contribution solutions is to ensure that the raw video is encoded in a high-quality high-fidelity manner, but at a bit-rate that respects the network condition between the server that host the contribution encoder (usually enclosed or near the camera) and the entrypoint server of the video provider. For user-generated live streaming systems, where individuals capture and upload the scene, a new generation of software has been developed, such as Open Broadcaster Software (OBS)\(^1\) and screencasters [5]. The main idea here is to find trade-offs between the quality of the compression and the capabilities of the machine hosting the encoders (typically a smartphone for services like Meerkat and Periscope and a machine that is almost fully utilized for running games in the case of Twitch).

2.2. The Cloud

The term cloud is used to describe all the operations that are done "somewhere" in the Internet, neither at the broadcaster side, nor at the end-user side. We

\(^1\) https://obsproject.com/
distinguish the roles of video providers and CDNs, the former being the main provider of the service while the latter is an intermediary, but key, actor. Some video companies play both roles but this is not always the case. The video provider gets as input the "original video" (more precisely the video that is the output of the contribution encoders). Its role is to prepare the video so that end-users will be able to eventually play it on their device. In the recent years, the heterogeneity of end-users' device has grown significantly, from smartphones to connected TVs, and even new generations of Virtual Reality (VR) headsets. To address this heterogeneous population of end-users, the video providers have adopted rate-adaptive streaming systems such as Apple's HTTP Live Streaming (HLS) and the MPEG standard Dynamic Adaptive Streaming over HTTP (DASH).

The implementation of rate-adaptive streaming first requires a transcoding operation. For each video, the video provider should generate $k$ different representations, each of them characterized by a different bit-rate, resolution, sometimes frame rate and key frame period. Then, the video provider should package the video by aggregating the set of representations, by segmenting the representations and by creating the manifest file, which is the file that describes the playlist.

The cost of transcoding these videos can strain the computing infrastructure of video providers. Typically in Twitch, more than 6,000 videos need to be transcoded in average [3]. Furthermore video providers increase the number of representations per video so that each end-user can find a good match among the available representations. To meet this demand, the video providers manage large data-centers with thousands of servers [8]. The CDN gets in input the package of videos that has been prepared by the video provider. Its role is to deliver the content. The literature related to live streaming in CDN provides details about the processes that are implemented in CDN to make sure that an end-user that requests a given segment of a given representation can find a nearby edge-server that stores the said segment [6,7].

The number of edge-servers in a CDN (more than 200,000 for the biggest CDN players) is expected to enable large-scale delivery in good conditions. However, the costs of transporting the packages of video representations from the CDN's origin server to the subset of edge-servers that must deliver this content have grown. Indeed, the set of representations includes many Ultra-High-Definition (UHD) and High-Definition (HD) videos, which have a large bit-rate. CDNs need to reserve a large bandwidth in the core network to deliver the segments to the edge servers.

2.3. The End-Users
The endpoint of the chain is the video player of the end-user. With the adoption of adaptive streaming, the role of the video player is no longer passive; on the contrary, it is responsible for selecting the right representation for every segment of the video. Various strategies have been devised to efficiently choose the representation whose bit-rate is closest to the currently available network capacity, while avoiding to change representation too often. Recent studies have highlighted the relations between the engagement of users in a service and the QoE of the video streaming [9]. These studies have also revealed that many parameters impact the QoE: of course the video bit-rate, but also the delay to start the video playback, and most importantly the interruptions due to video re-buffering. Another aspect that has not been extensively studied, to the best of our knowledge, is the relation between the QoE and the device that is used to play the video. The size of the display screen is typically one of the parameters that the video provider should also consider for the transcoding of the representations.

3. Optimization Models
We briefly introduce in this Section two models that we have described in [1,2]. Both models aim at helping the video provider when deciding which representations to generate.

3.1. Video Type, Popularity and CDN Budget
To the best of our knowledge, the first paper to study encoding choices for adaptive streaming is [1]. The main idea is that every ingested video coming from the contribution encoders can be transcoded as many times as necessary. However, the transcoder impacts all the following modules in the delivery chain. In particular, the more video representations are created, the larger the CDN budget to transport the full package to the edge-servers. Moreover, the load on the packager also depends on the number of representations. To simplify the management and the operational cost of the video service, it is thus preferable to limit the overall number of representations $K$.

In the industry, the norm is to transcode every video into the same number of representations with the same encoding parameters. In [1], we show that this solution is far from optimal. Instead, it is better to decide for each video the number of representations to transcode and the profile of these representations. In particular, we emphasize the benefits that one can expect from following some intuitive rules related to the popularity of the video, the nature of the video, and the devices of the target population.

To illustrate our claim, we first showed that the recommendations for transcoding given by the main video players are sub-optimal. To validate this claim,
we used an Integer Linear Program (ILP) to compute the optimal set of representations for any given overall number of representations $K$.

$$\text{Average QoE for a given overall number of representations } K$$

Figure 2 shows the average QoE of 500 users watching four different videos. The circles correspond to the recommendations by Microsoft, Apple and Netflix and the line with the crosses to the optimal solution obtained with the ILP.” This figure shows not only that the representation recommended by Apple and Microsoft are sub-optimal and use too few representations but also that with half the representations recommended by Netflix it is possible to almost achieve the same QoE. More details about simulations settings, as well as many other simulation results can be found in [1].

3.2. Transcoders in Data-Centers

In [2], we take into account the processing power that is required to transcode each given video stream in real time. If we refer to the delivery chain of Figure 1, we considered the packaging load and the CDN budget as the two main constraints in [1], while in [2] we add the transcoding load as an additional constraint. This latter constraint is likely to be the preponderant one in many cases, and in particular for services like Twitch, where a large number of video streams have to be transcoded. To study this problem, we collected two large datasets, which are also publicly available. The first one is the result of a of four month study of Twitch [3]. We highlight two main characteristics of the ingested streams: the number of streams can vary significantly within a day, and the diversity of the quality of ingested video is large. Our second dataset is a comprehensive set of measurements that we realized on a series of systematic transcoding of various videos, from any resolution and bit-rate to any other resolution and bit-rate. We focus on the number of CPU cycles that are required to make these transcoding operations and the quality of the transcoded videos compared to the quality of the original videos.

The main claim of [2] is similar as the one in [1], that is, the video provider can obtain better performance if all videos are not transcoded in the same way. We used an ILP to find the optimal number of representations and the corresponding parameters (e.g., resolution, bit-rate) taking into account constraints on the number of CPU cycles available. Figure 3 shows the result of our tests. Again, the optimal set of packages provides a far better quality when compared to the standard choices in the market.

$$\text{Quality of the videos as a function of the number of machines used.}$$

We then propose and implement a heuristic, which is not optimal but can be easily and efficiently implemented, to decide the number of representations and their profiles, for every ingested stream. We apply this heuristic to various snapshots of the Twitch system, and compare both the number of CPU cycles that the transcoding operations consumed in the datacenter and the average quality of the videos with respect to the original video. We show the result in Figure 4.

$$\text{The average quality and the number of consumed CPU cycles for various snapshots of the Twitch system}$$

We especially emphasize in Figure 4 that the traditional approaches cannot accommodate variable load in inputs. The Zencoder solution requires sometimes the reservation of a large-scale datacenter while it requires a small one at other moments of the day. On the contrary a smart management can make sure that a given amount of resources are always fully exploited.
4. Discussion
The studies in [1,2] have shown that significant gains can be obtained by implementing smart strategies for the transcoding of the videos in the context of adaptive streaming. However, to turn our solutions into practical implementations, the actors involved in the delivery chain have to share more information than they currently do. In particular, the set of servers in the datacenter, the packager load, the overall charge on the CDN and the characteristics of the population of users (or at least the size of the population consuming a given video in real-time) are key information that are needed at several stages in the chain. Today, the video provider and the CDN are not tightly coupled (with the exception of vertical integrated companies like Google and Netflix, which manage all combined video services, datacenters and CDNs).

Unsurprisingly, two leading companies specialized in video transcoding in datacenters (namely Envivio and Elemental) have both been recently acquired by larger companies (Ericsson and Amazon respectively). Such events prove that the vertical integration of a maximum number of key actors in the delivery chain is seen as a way to both generate significant savings in operational costs, but also to improve the performance of the video services. Important optimization processes can be put in place when one has a global view of the system.

In the near future, the collaboration between the CDN and the datacenter in charge of transcoding the video should be further improved. The transcoder needs information from the CDN about the end-users who consume the videos and about the network conditions that the CDN has to deal with. On its side, the CDN can optimize the delivery and significantly reduce the operational costs if it knows the underlying structure of the streams that it should transport from the origin server to the edge-servers. All this calls for a better collaboration, possibly by the mean of standard APIs, between these actors.
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1. Introduction
Cloud gaming or Gaming as a Service [1], the newest entry in the online gaming world, leverages the well-known concept of cloud computing to provide real-time gaming services to players. The idea in cloud gaming is to capture the game events from players and transmit them to the cloud, process those events and run the game logic in the cloud, render the game scene as video in the cloud, and stream that video to the players. The advantage is that as long as the client can display video, which pretty much all smartphones, tablets, game consoles, desktops, laptops, and mobile devices today do, the user can play the game without installing it locally, and without needing to have a machine with high-grade 3D graphics rendering and powerful computing hardware and software.

Cloud Gaming is already available as commercial products, such as Sony’s PlayStation Now, Ubitus’s GameNow, G-Cluster, Crytek’s GFACE, PlayGiga, and LiquidSky, to name a few. There are also many efforts concentrating specifically on the underlying technology behind Cloud Gaming, such as NVIDIA’s Grid, OTOY, CiiNow, Kalydo and Gaming Anywhere [2], the latter being the only open source technology. Microsoft is also exploring cloud gaming technologies, with recent successes such as its Kahawai project [3].

Despite advancing at a rapid rate, Cloud Gaming is fundamentally challenged by two main obstacles: first, the required video bitrate to achieve acceptable playing quality is quite high. For example, for 720p video resolution at 50 fps, the former OnLive system (whose technology patents were recently bought by Sony) requires a network connection with at least 5 Mbps of bandwidth [4]. Second, cloud gaming is very sensitive to network latencies which impair the interactive experience of a video game [5], especially in multiplayer mode. In addition to the above two main obstacles, Cloud Gaming faces other challenges such as the mobility of today’s players and the heterogeneity of players’ devices (tablets, smartphones, game consoles, PCs, laptops, etc.) which requires the server to adapt the game content to the characteristics and limitations of the client’s underlying network or end device, and the challenge of configuration, deployment, and maintenance of the game in the cloud, including the required resource allocation and virtualization [6].

Previously, we discussed the bandwidth and the adaptation to mobile client issues [7]. In this article, we will take a quick look at the delay issue.

2. Delay in Cloud Gaming
Delay can occur at various points in a Cloud Gaming system, as shown in Figure 1: the cloud, the transport network, the home network, and the client device. The cloud itself consists of game engine, rendering, and cloud resource management, while the client side includes the decoder and user interaction capture. Assuming we have no control over the transport network itself (it’s controlled by the ISP), to reduce delay, researchers have been investigating mostly the
cloud and the client side, and some also the home network side [8]. In this paper we focus on the cloud side, and describe some techniques to reduce delay in the cloud.

3. Reducing video encoding delay

In [2], the computational steps of a cloud gaming system is decomposed into four: packetization, format conversion, video encoding and memory copy. Among these four processes, video encoding contributes up to 52% of the processing time. This means that a reduction in video encoding delay would lead to a significant reduction in overall delay at the cloud side.

In [9] we can see an example of a technique to reduce video encoding delay, specifically for cloud gaming. In this approach, the design shown in Figure 2 replaces the game provider’s cloud side in Figure 1. The core idea here is the introduction of an interface between the game engine and the video encoder, as shown in Figure 2. This interface collects some information from the game engine and reshapes them to be understandable by the video encoder. Having this information, the video encoder will be able to skip or simplify some encoding operations, especially the motion estimation process, for some blocks in the frame, leading to faster encoding. Skipping or simplifying the motion estimation operation achieves up to 39% speed up in the motion estimation process, leading to a 24% acceleration in the total video encoding process [9].

The information that the Interface needs are:

- **Object info**: the location and orientation of an object
- **Game info**: The number of objects within the game, size (e.g. width and length) of each object, and the size of the game frame.
- **Game engine info**: The game engine’s coordination system.
- **Video encoder info**: The setup of the video encoder including video frame size, video frame coordination system and number of coded frames per second.

The interface uses the above information and performs several tasks to provide the Motion Vectors of each MacroBlock of the game frame to the video encoder. Readers are encouraged to study [9] for details.

4. Reducing delay by optimizing the cloud infrastructure

Another point in a cloud gaming system that causes delay is the cloud infrastructure itself, which include data centers consisting of a core switch that dispatches client requests among aggregation switches, each of which further dispatches the request to a Top of Rack (ToR) switch, which finally dispatches the request to a processing node running multiple Virtual Machines (VM). In cloud gaming systems, since large amounts of video data are transmitted, the core switches are prone to congestion. So, some auxiliary network routes are employed as soon as the main paths are congested. Even though there are several methods to determine the optimal paths in the network, these methods usually select the best routes based on the link metrics provided at the setup time, and they often fail to take into consideration the current status of links (such as current available bandwidth) or the requirements of data flows passing through the network.

The work in [10] reduces the delay in the above-mentioned infrastructure by applying the recent paradigm of Software Defined Networks (SDNs) to Cloud Gaming, and by proposing an SDN controller that adaptively disperses the game traffic load among different network paths according to their corresponding end-to-end delays. The controller works as follows:

When the core switch receives a packet without any matched entry in its own flow table, it sends the packet to the SDN controller, which then finds the optimum path; i.e., the path more suitable to forward this packet. Once the path is chosen, a new entry is created in the core switch’s flow table for future packets of the same flow. Each player’s session with a game is associated with one flow, and vice-versa. Conventional SDN controllers usually find the optimum path in terms of different criteria (e.g., shortest delay, least hop-count etc...) to create a forwarding rule. Conversely in [10],
first, all possible paths, from the requesting core switch to the Top of Rack (ToR) switches are identified by the controller. While this is an NP-problem, since the graphs constructed based on the current architectures of data centers are simple (e.g. Fat-tree and VL2), and the source (i.e. core switch) is fixed for all flows, the problem of finding all possible paths can be solved using Dijkstra's algorithm.

Next, the controller collects QoS statistics from the switches along the extracted paths using the OpenFlow protocol messages (STATISTICS_REQUEST, STATISTICS_REPLY,…), defined in the OpenFlow specification. The controller then splits the incoming packets, belonging to a flow, dynamically among different available paths directly proportional to the associated measured end-to-end delays. Also, since the aforementioned computation is conducted only once (when a new flow is detected by the controller), the proposed controlling method does not impose high computational costs on the controller. The controller first picks a path among the possible paths randomly to serve as a starting point, and then changes the path in a weighted round-robin fashion. It is worth noting that the random selection of the first path can reduce the creation of bias among different flows. The number of packets forwarded to each path is proportional to the weight factor which is computed for that path. Thus, the incoming traffic is fairly distributed among the alternative paths so that the network utilization is increased and consequently, traffic congestion is minimized.

Experimental results show that the proposed controller reduces end-to-end delay and delay variation by almost 9% and 50% respectively without engendering additional packet loss, compared to a representative conventional method: Open Shortest Path First (OSPF). Readers are encouraged to study [10] for details.

5. Conclusion
As cloud gaming become more popular, offering a high quality gaming experience to the players becomes more crucial in the mass adoption of cloud gaming as a De Facto gaming platform. Hence, more research is needed to overcome the two main obstacles in cloud gaming: bandwidth, and delay. In this article, we gave an overview of delay points in a cloud gaming system, and we also described some techniques for reducing delay in the cloud side.
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1. Introduction
Since the Internet became widely accessible to the general public in 1990s, user-created multimedia materials have become a major source of content. Every day, millions of images are shared through social networks, and thousands of video clips are uploaded to sharing sites. In addition, public cameras are connected to the Internet for various purposes: environmental studies [1, 2], transportation planning [3], and so on. A report [4] estimates that 28 million network cameras will be sold in 2017, at 27.2% growth over the five year from 2012 to 2017.

The multimedia data generated from these network cameras can be a type of big data because (1) at multiple frames per second, multimedia data pass through networks at high velocity; (2) multimedia data have wide variety; (3) and storing multimedia data requires large volume of capacity [5]. These features indicate that cloud computing can be an appropriate solution to process multimedia big data. Thus, in our previous work, a cloud-based system, Continuous Analysis of Many Cameras (CAM2, in short), is proposed for harvesting valuable information embedded in multimedia data from multiple network cameras [6]. This paper will review and reveal the research issues on cloud resource management for performance improvement of CAM2 for users and researchers, respectively.

This paper has the following contributions: (1) It will review CAM2 from users’ point of view. Readers can register at https://cam2.ecn.purdue.edu/ for using CAM2. (2) A cloud resource manager is proposed for aiming at reducing the overall cost and improving performance. CAM2 uses the proposed resource manager to allocate and scale cloud resources. The experiment result shows that the proposed resource manager can lead to a 13% reduction in cost [12]. (3) The problem of handling multi-camera to multi-cloud video streams according to different analysis requirements is preliminary studied.

2. Review of CAM2
Users who need to process on-line videos streaming from multiple network cameras will face the following problems: (1) Network cameras provide different data formats. (2) Different brands of network cameras have different methods to retrieve the data. Retrieving data from these network cameras requires additional effort. (3) A lot of resources are required to store and analyze the multimedia big data. For example, it requires 16,200TB per day to store the videos at 3840x2160 [5]. Consequently, massive computing resources are required to process these data. To the best of our knowledge, CAM2 is the first common platform to solve the above problems.

The features of CAM2 includes [7]

a) CAM2 supports OpenCV library, which implements many algorithms for computer vision [8].

b) CAM2 currently connects over 70,000 public network cameras such that users can easily select the live images from these network cameras.

c) CAM2 provides an event-driven API (application programming interface) which alleviates users from the need of interfacing with various brands of network cameras.

d) CAM2 automatically allocates cloud instances to execute the analysis programs for meeting the analysis requirements, such as higher computing performance, higher frame rates, and lower costs.

Procedure to use CAM2.
The procedure of using CAM2 is described below:

a) Select the network cameras for analysis according to users’ need, such as location and time zone via web user interface.

b) Set the execution configuration, such as the desired frame rate and the duration.

c) Upload an analysis program. CAM2 provides 16 pre-written analysis programs as examples for corner detection, motion detection, sunrise detection, etc. Users can write their own analysis programs with OpenCV-Python in CAM2.

d) Execute the analysis program.

e) Download the execution results.

Writing analysis program with CAM2 APIs.
The users can write and upload their own analysis programs using OpenCV-Python based on proposed CAM2 APIs [9]. An analysis program may import the FrameMetadata class, which allows users to obtain the information of a frame captured from each selected camera, such as date, time, and camera ID and the CameraMetadata class, which allows users to obtain the information of a camera, such as latitude and longitude.
Each analysis program must extend the Analyzer class, which has three methods as shown in Figure 1.

a) The method initialize is called once at the beginning of the execution. The parameters or variables could be initialized in this method.

b) The method on_new_frame will be called every time a new frame is retrieved from the selected camera. The main computer vision algorithm must be implemented in this method.

c) The method finalize is called once after all frames are analyzed based on the configuration. The final calculation (such as summarizing the information from all frames) could be done and the final results can be saved as text files or images in this method.

```python
from analyzer import Analyzer
from frame_metadata import FrameMetadata
from camera_metadata import CameraMetadata

import datetime
import numpy as np
import cv2

class MyAnalyzer(Analyzer):
    def initialize(self):
        """ Called once at the beginning """

    def on_new_frame(self):
        """ Called when a new frame arrives """

    def finalize(self):
        """ Called once in the end """

Figure 1. The structure of an analysis program in CAM2 [5].

3. Challenges of allocating cloud resources in CAM2.

One of the most important challenges in CAM2 is to reduce the overall cost and improve performance by appropriately allocating cloud resources. Cloud vendors offer many instance types with different capabilities in terms of numbers of cores, memory sizes, network performance, storage capacities, geographical locations, etc. With these options, the following questions arise.

a) How many instances does one analysis program need?
b) How many data streams can one cloud instance analyze?
c) What is the most cost-effective cloud instance to use for a given analysis program?

In our previous work [10, 11], the experiment result shows that different types of cloud instances can incur different performance. Therefore, CAM2 uses the resource manager proposed in [12] to allocate and scale cloud sources in order to meet the CPU and memory requirements of the analysis program. The resource manager continuously monitors the resource utilization of the cloud instances and automatically scales the cloud resources as needed. Moreover, if the same user executes multiple analysis programs at different times, the resource manager can reuse the running instances to reduce the overall analysis cost.

Performance evaluation

Six types of cloud instances and four analysis programs are used for evaluating the resource manager [12]. The cloud instances have different CPU and memory capabilities, and the analysis programs represent different workloads in terms of CPU and memory: image archival, motion estimation, moving objects detection, and human detection.

Experimental setup.

Table 1 compares the six Amazon EC2 cloud instance types that are used in our experiments: two general purpose instances (m3.xlarge and m3.2xlarge), two compute optimized instances (c4.xlarge and c4.2xlarge), and two memory optimized instances (r3.xlarge and r3.2xlarge). The processor of the compute optimized instances is Intel Xeon E5-2666 v3 clocked at 2.9 GHz, and it is Intel Xeon E5-2670 v2 clocked at 2.5 GHz for all the other instances.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Cores</th>
<th>Memory (GB)</th>
<th>Hourly Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>m3.xlarge</td>
<td>4</td>
<td>15.0</td>
<td>$0.266</td>
</tr>
<tr>
<td>m3.2xlarge</td>
<td>8</td>
<td>30.0</td>
<td>$0.532</td>
</tr>
<tr>
<td>c4.xlarge</td>
<td>4</td>
<td>15.0</td>
<td>$0.220</td>
</tr>
<tr>
<td>c4.2xlarge</td>
<td>8</td>
<td>30.0</td>
<td>$0.441</td>
</tr>
<tr>
<td>r3.xlarge</td>
<td>4</td>
<td>30.5</td>
<td>$0.350</td>
</tr>
<tr>
<td>r3.2xlarge</td>
<td>8</td>
<td>61.0</td>
<td>$0.700</td>
</tr>
</tbody>
</table>

Kaseb et al. [12] use four analysis programs implemented using OpenCV [13]. These analysis programs are used in the experiments for both image analysis at 0.2 FPS (Frames Per Second) and video analysis at 10 FPS.

a) IA - Image Archival: This program downloads the individual images of an image or video stream, without any further analysis.

b) ME - Motion Estimation: This analysis program estimates the amount of motion in an image or video stream using the background subtraction method proposed by KaewTraKulPong and Bowden [14].

c) MOD - Moving Objects Detection: This analysis program detects the moving objects in an image or video stream using the background subtraction method proposed by Zivkovic [15].

d) HD - Human Detection: This analysis program detects humans in the individual images of an image stream using the human detection method proposed by Dalal and Triggs [16]. The program saves the input images and the corresponding images annotated with the detected humans.
Effective cost of different cloud instances.

Figure 2 shows the effective cost of different cloud instances for executing different analysis programs. The figure shows the following:

a) Different cloud instances are more cost-effective than the others for some analysis programs. Choosing the right cloud instance for an analysis program can save half on the analysis cost.

b) For image analysis at 0.2 FPS, compute optimized cloud instances (c4.xlarge and c4.2xlarge) are more cost-effective for moving objects detection. Memory optimized cloud instances (r3.xlarge and r3.2xlarge) are more cost-effective for motion estimation.

c) For video analysis at 10 FPS, compute optimized cloud instances are always more cost-effective than the other instances. That’s because video analysis consumes CPU resources much more than memory resources as we showed earlier.

d) Although the xlarge instances provide half the CPU and memory resources of the 2xlarge instances for half the price as shown in Table 1, the xlarge instances are often more cost-effective than the 2xlarge instances. This recommends using smaller instances instead of larger ones [11].

Cloud Resource Allocation Management.

A 6-hour large-scale experiment that uses CAM2 to analyze the data from 1026 cameras using different analysis programs at different frame rates as shown in Table 2. The experiment analyzes 5.5 million images (260GB data).

Based on the lifetime of the cloud instances in Figure 3 and their prices, the experiment costs $12.77. If the proposed resource manager is not used, and the general-purpose m3.xlarge instances are used for all the analysis programs, this experiment needs five, one, and five m3.xlarge instances to handle the three analysis programs respectively. The overall analysis cost is $14.63 in this case. This means that our resource manager leads to a 13% reduction in the overall analysis cost [12].

4. Multi-camera to multi-cloud video streaming

Because the network cameras and the data center of cloud vendors are both geographically distributed, the video streaming path can affect the performance. For example, the execution time for detecting lanes in videos streamed from 100 network cameras using CAM2 is observed. As shown in Figure 4, the execution time is varying if the 100 network cameras are located in different continents. Thus, there is an optimization problem of streaming videos from multiple network cameras to multiple data centers for further performance improvement in CAM2.

To simplify the description of this problem, we take the single-camera to single-cloud as an example. The prices of AWS compute-optimized cloud instance, Linux on c4.large, in N. Virginia, Singapore, and Tokyo are $0.11, $0.152, and $0.14 per hour, respectively. Streaming the video from one camera located in Singapore to the AWS data center located in Singapore has lower latency. On the contrary, the lowest cost can be obtained if the video is streamed to N. Virginia. Even though round-trip-time (RTT) is not
a linear function of the geographical distances, longer geographical distances usually have longer RTT. Thus, the network latency can be significantly increased. However, the cost can be reduced while keeping low network latency if streaming the video to Tokyo. The problem of handling multi-camera to multi-cloud video streams will be more complex than the problem described above and can be the next step to further improve performance of CAM2.

5. Conclusion
This paper presents the opportunities and challenges of proposed CAM2. From users’ point of view, CAM2 is a platform to ease the procedure to process on-line videos streaming from multiple network cameras. From researchers’ point of view, the challenge is to reduce cost and improve performance using cloud resources. CAM2 uses the proposed resource manager to allocate and scale cloud resources in order to meet the analysis requirements. The experiments show that the proposed resource manager can lead to a 13% reduction in the overall analysis cost. In addition, we preliminary study the problem of handling multi-camera to multi-cloud video streams in CAM2. This can be the next step to improve the performance of CAM2. At last, readers interested in using CAM2 are welcome to register as the users at https://cam2.ecn.purdue.edu/.
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Video streaming has changed the way to consume multimedia content. Nowadays, billions of people use their (mobile) devices (ex. smartphone, smartTV, Tablet, PC) to access to streaming platforms like Youtube, Dailymotion, Pandora, Spotify, Deezer, etc. Cloud computing combine streaming techniques with cloud computing to allow gamers to play sophisticated games (typically 3D games with rich textures) on their favorite device regardless of their computing capacity. The cloud gaming system does all the computing tasks by hosting the game engine “in the cloud”, and streams the results to end-user device. The only requirement is to be connected to a network with low latency. However, several issues remain, particularly the challenge to offer the same quality of experience (QoE) to gamers as in the traditional solution where the game engine is hosted in a dedicated console.

This special issue of E-letter focuses on recent progress on cloud gaming, by covering different research topics. It is the great honor of the editorial team to have in this special issue some famous experts in the cloud gaming field, who report their solutions towards better cloud gaming solutions.

In the first paper entitled, “QoE for Cloud Gaming”, Tobias et al. address the challenges of ensuring QoE for Cloud gamers. The authors begin by presenting a comprehensive survey on the QoE requirements and needs for cloud gaming. Then, they discussed several challenges and issues related to the identified requirements. This paper is a very good warm-up for the remaining papers.

The second paper “Optimizing Cloud Gaming Experience and Profits with Virtual Machine Placement Policy”, authored by H-J. Hong et al, tackles the server (Virtual Machien) placement issue in Cloud gaming. Indeed, server placement has an important impact on gamers’ QoE, since higher latency (i.e. server placed far from users) considerably decreases quality. In this work, the authors study the most cost-effective service placement in Cloud Gaming, which increases the total profit for operators while ensuring just-good-enough QoE to gamers.

Managing the cloud network is also important to reduce latency. In the third paper, “Enhancing Cloud Gaming with Software Defined Networking”, S. Shirzohommadl investigates the use of Software Defined Networking (SDN) in order to improve the performance of cloud gaming systems. The author proposes a novel way to use SDN in order to steer the traffic in the cloud to reduce latency.

In the fourth paper “Uniquitous: an Open-source Cloud-based Game System in Unity”, M. Luo and M. Claypool introduce Uniquitous, an open-source system for cloud gaming. The main difference between Uniquitous and the previous open-source proposals is that Uniquitous embeds the popular game engine, Unity, and thus enables a better exploration of the game code and the cloud system.

The last paper of this issue is “Advanced GPU Pass-through and Cloud Gaming Performance: A Reality Check” authored by Ryan Shea and Jiangchuan Liu. This paper deals with the problem of virtualization on GPU. Since game engines heavily consume GPU, cloud gaming systems should implement efficient techniques for the management of GPU when several Virtual Machines concurrently run on a server. This paper provides a reality check of current performances.

While this special issue is far from a complete coverage on this exciting research area, we hope that the five invited papers give the audiences a taste of the main recent activities in this area, and provide them an opportunity to discuss, explore and collaborate in the related fields. Finally, we would like to thank all the authors for their great contribution and the E-Letter Board for making this special issue possible.
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1. Introduction

Cloud Gaming combines the successful concepts of Cloud Computing and Online Gaming. It provides the entire game experience to the users by processing the game in the cloud and streaming the contents to the player. The player is no longer dependent on a specific type or quality of gaming hardware, but is able to use common devices. However, at the same time the end device needs a broadband internet connection and the ability to display a video stream properly. While this may reduce hardware costs for users and increase the revenue for developers by leaving out the retail chain, it also raises new challenges for Quality of Service (QoS) in terms of bandwidth and latency for the underlying network. In particular, there is a strong interest in the player’s Quality of Experience (QoE) by the involved stakeholders, i.e., the game providers and the network operators. Given similar pricing schemes, players are likely to be influenced by expected and experienced quality. Thus, a provider is interested to understand QoE and to react on QoE problems by managing or adapting the service.

There is also a strong academic interest, since QoE for cloud gaming as well as managing QoE for cloud gaming addresses a multitude of fascinating challenges in QoE. One might think that the topic of online video games is equally popular in research, but efforts are often solely focused on cloud gaming and its subjective QoE through user studies. Compared to plain video streaming, the inner properties of video games are not that straight-forward to observe from the outside. But to conduct proper measurements, it is essential to understand them.

In this positioning paper, we discuss some of those open issues on QoE for cloud gaming and postulate some promising research directions.

2. QoE Influence Factors of Cloud Gaming

A widely accepted definition of QoE is provided in [12] which we adopt here to cloud gaming. QoE is the degree of delight or annoyance of a game player, i.e., the user of a cloud gaming service. QoE results from the fulfillment of the player’s expectations with respect to the enjoyment of the game in the light of the user’s personality and current state. Thereby, user expectations are often coming from the experience with local games. For commercial cloud gaming services, those expectations are further shaped by the prize for the game and the in-game payments.

There are four different kinds of influence factors on cloud gaming QoE, that are addressing 1) user level, 2) system level, 3) content/game level, and 4) context level. A taxonomy of gaming QoE aspects is provided in [7] which also discusses gaming QoE influence factors in detail. We additionally differentiate here the 3) content factors reflecting the game itself, its mechanics and rules, etc. and the 2) system factors considering the technical influence factors like networking delays, the realization of the game in the cloud or concrete mechanisms towards improving QoS and QoE, e.g., adaptive streaming in cloud gaming [8].

2.1 User Level. For cloud gaming QoE, an important issue is the user itself. In particular, the experience of the user with the game (hardcore vs. casual gamer) is a relevant QoE influence factor. While a hardcore gamer may be very sensitive to, e.g., network delays, the casual gamer may not recognize those delays.

For cloud gaming QoE, it is necessary to investigate the different player types. In QoE studies, it is necessary to characterize the player types and to consider those player types in the analysis.

2.2 System Level. For understanding QoE and to improve QoE, we need to take a closer look at the model and interacting components of cloud gaming as illustrated in Figure .

At their core video games are essentially feedback-directed real-time simulators. The simulator’s main loop consists of three central parts: reading input, updating the game state, and rendering the output. Every render-call means putting out a new video frame. As this framerate is usually not limited and variable, the game logic has to update its state on a time-scale operating independent of the current frame. Some games also update parts of the game on a fixed frequency, the so-called tick-rate, for example a non-game-influencing physics effect updating at a lower 30 Hz rate.

Online video games complicate this update logic a bit. In online games, the client is not the final authority over its game state any more. Instead, interpreted input commands are sent to the server and a preliminary game state is calculated locally. When the authoritative update from the server is received the two states can be
Once again be synchronized. A further layer is added by cloud gaming, as the video output of the game is captured, encoded and then redirected to an additional computer.

**Figure 1.** Model and interacting components of an online video game that is streamed through a Cloud Gaming service.

To assess cloud gaming QoE, the interaction between these different technical components needs to be understood in order to derive the end-to-end delay as perceived by the users purely from networking delays. Finding proper means for measuring end-to-end QoS is a challenging [14] but fundamental task in QoE management.

In subjective user studies, often the networking delay is changed and players are asked to rate QoE on a given rating scale. However, in those studies it is often unclear how the full end-to-end delay was determined which in addition strongly depends on the system factors like the tick rates but also the game’s implementation.

Properly conducted subjective studies must report the end-to-end delay in order to produce verifiable and comparable results. Likewise, QoE models need to take the end-to-end delay into account and a mapping of the networking delay to the end-to-end delay is required.

**2.3 Content Level.** The variety of games and their requirements is manifold. QoE studies typically consider only a few concrete game examples which do not allow to generalize the results. Is a classification of cloud games concerning QoE possible?

It is quite difficult to find games that are representative for certain input and latency demands. For example, the traditional game genre categorization is not a good starting point as games from the same category can be vastly different in terms of game speed and necessary reaction times. As a solution to this dilemma, proper metrics are required which characterize games and their QoE requirements.

For example, the following metrics might be helpful to assess a game's applicability for measurements:

- Required number of decisions or actions in a certain time span.
- Maximum successful reaction time to in-game actions.
- (Un-)Predictability of actions. A game with no surprising events will be much less influenced by a higher end-to-end latency.
- Accuracy and precision of input actions. Accuracy can be both in terms of temporal as well as spatial aspects which can be influenced by both the image quality and the frame rate.

Finding proper means for measuring end-to-end QoS allows service providers to better provision their services so satisfy the QoE demands of the players [13]. In [18], a novel framework for jointly modeling QoE and user behavior is proposed, where user behavior is treated as one of the framework dimensions along with system performance and user state. For cloud gaming, the user engagement may be quantified in terms of playing time or in-game payments.

---

http://www.comsoc.org/~mmc
3. Results on Cloud Gaming QoE and QoS

We have outlined so far some limitations of subjective studies on cloud gaming QoE which may be as follows: missing description and characterization of the game and the players, missing accurate measurement of e2e delays as perceived by the end users, higher order analysis of results, different means like acceptance tests or user behavior analysis, neglecting influence factors, e.g., on context level. Nevertheless, we highlight here some relevant QoE results which focus on the networking perspective.

In [4] relevant QoE influence factors are identified for certain games and three different game categories (slow, medium, fast games) that have been subjected to worsening QoS parameters. Downstream packet loss and delay was noted as especially problematic for achieving a good quality.

Regarding the subjective quality in first person shooters, [5] finds a strong impact of the delay and packet loss on the experienced quality. Work in [3] uses an fEMG approach to examine individual gamers’ reaction to various cloud games and measure the quality they are experiencing in terms of real-time strictness and MOS.[10] states that cloud games are more sensitive to latency than online games because game graphics are rendered on cloud servers and thin clients do not possess game state information that is required by delay compensation techniques. [5] studied QoE degradation resulting from network delay and packet loss. As a result, the test game was unplayable for 200 ms RTT and 1% packet loss.

Although the key technical influence factors are determined in several studies, there is currently no complete understanding of QoE. [15] investigates the relationship between content factors (game genre, video characteristics), input characteristics, and resulting system factors (network characteristics). Still, the interaction of the different influence factors needs to be investigated and related subjective studies need to be conducted to understand QoE for cloud gaming. The network characteristics transform in a complex way on user perceived influence factors (delay, artifacts, delayed interactions) which need to be analyzed.

4. Rising to the QoE Challenge

Commercial, internet-based cloud gaming has so far failed to establish itself in the gaming market. One of the main reasons for this failure is the inability of cloud gaming providers to deliver the same kind of QoE the players are accustomed to from their local gaming platforms via the internet at a competitive price point. This raises the question how and if the problem of low QoE can be solved in cloud gaming while still keeping the costs in check.

As those services have to compete with the visual and interactive fidelity of locally-run games, the willingness-to-pay [11] of customers will come into question, if the QoE becomes much lower than this point of reference.

As research has shown (cf. [4]), packet loss is a critical factor and has to be tackled, e.g., with application layer reliability schemes. Likewise, latency is generated at a multitude of points in the game streaming pipeline, which all have to be controlled individually, making the issue of latency a critical one in cloud gaming. Latency compensation techniques can also be an option, but might additionally increase the required computing power at the client’s side, which would put the whole idea of cloud gaming in question, cf. [1].

Finally, providing sufficient bandwidth to the streaming process is one of the key factors. As many temporal coding features cannot be used in a real-time environment, very high bandwidths are required for an artifact-free transmission. This will overwhelm many consumer dial-up links. Other proposed adaptation schemes adapt the graphics settings of the game to reduce the visual complexity of the scenes [2], i.e., a trade-off between video and graphics quality. The impact of this in terms of QoE is however not yet fully understood.

Therefore, for the time being, commercial cloud gaming offerings are limited to local game streaming between two nodes in the same local network. This eliminates many of the latency and loss sources and enables very high streaming bandwidths. Current consumer products like Valve’s Steam Link or NVIDIA Shield TV use this method rather than internet-based streaming. For the internet solutions to become viable, the QoE challenges have to be met.

5. Conclusions and Discussions

QoE for cloud gaming attracts attention in research and is an important criterion for the success of cloud gaming providers. There is an open source implementation which allows to investigate the behavior of the system and to implement own QoE management schemes [16]. However, QoE for cloud gaming has many different facets. So far, there is no common methodology to investigate QoE for cloud gaming – in contrast to well standardized tests, e.g., for speech quality. An ITU-T Recommendation [10] concerning subjectively measuring video game QoE is in preparation, which discusses game-relevant QoS-metrics as well as the selection of players and games.

A key point is the diversity of games. Proper metrics are required to describe and characterize games (content level) and players (user level). A self-description of games is desired which may also be utilized by QoE management. To fully understand QoE, more sophisticated QoE metrics beyond the MOS are required, as well as other concepts like acceptance tests or engagement metrics [13][17].
Game on!
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1. Introduction
As explained in [5], Cloud gaming leverages the well-known concept of cloud computing to provide gaming services to players. Cloud gaming works by capturing the game events from players and transmit them to the cloud, processing those events and running the game logic in the cloud, rendering the game scene as video in the cloud, and streaming that video to the players. The advantage is that as long as the client can display video, which pretty much all end user devices today do, the user can play the game without installing it locally and without needing to have high-grade 3D graphics rendering and powerful computing hardware and software [5]. Cloud Gaming is already available as commercial products, such as Sony’s PlayStation Now, Ubitus’s GameNow, G-Cluster, Crytek’s GFACE, PlayGiga, and LiquidSky, to name some. There are also efforts concentrating on the underlying technology behind Cloud Gaming, such as NVIDIA’s Grid, OTOY, CiiNow, Kalydo, and GamingAnywhere[1], the latter as the only open source and free technology. Microsoft is also exploring cloud gaming technologies, with recent successes such as its Kahawai project [2].

We recently published a “Special Section on Cloud Gaming and Virtualization” in IEEE Transactions on Circuits and Systems for Video Technology [3]. The special section’s 12 papers cover a wide variety of topics related to Cloud Gaming. Also previously, we discussed the issue of delay in cloud gaming, where and why it happens, and how we can reduce it [5]. In this article, we add to the above body of knowledge by focusing on Software Defined Networks (SDN) and how they can enhance the performance of cloud gaming systems.

2. SDN for Cloud Gaming
SDN has recently made much headway in both research and practice arenas. Because SDN separates the forwarding and the routing functionalities of the network and centralizes the routing part [6], it can lead to many benefits for networked applications such as cloud gaming. The cloud infrastructure in cloud gaming consists of a core switch that dispatches client requests among aggregation switches, each of which further dispatches the request to a Top of Rack (ToR) switch, which finally dispatches the request to a processing node running multiple Virtual Machines (VM). SDN can be utilized in such infrastructure to make routing and traffic engineering decisions in a centralized and hence more optimized manner, leading to a higher Quality of Experience (QoE) for gamers. An example is the system proposed in [4], which uses SDN to reduce the delay, jitter, and packet loss within the cloud infrastructure in a cloud gaming data center, leading to higher quality game play for the gamers. Figure 1 shows the cloud configuration proposed for cloud gaming in [4].

![Cloud Gaming Architecture Using SDN](image_url)

Figure 1. Cloud Gaming Architecture Using SDN [5]. G1 to Gn are the gamers.
3. Optimized Server and Path Selection Using SDN

Cloud gaming suffers from 1.7 times higher latency compared to game consoles and 3 times higher latency compared to PCs [8]. This negatively impacts the QoE of players. Moreover, only 70% of end-users are able to meet the required latency threshold of 100 msec to match the experience of console or PC games [9]. SDN can help reduce these negative impacts, by enabling us to make a more optimized selection of servers and paths within the cloud gaming data center. SDN’s centralized architecture provides a global and complete view of the network and its resources, leading to optimized solutions. For example, in [7], we employ a Linear Programming (LP) optimization technique that considers the type of requested games, network information pertaining to link status, and current server loads, to select servers and paths, as described next.

Figure 2 shows the proposed method. The SDN controller periodically monitors the latency and available bandwidth on each link using the OpenFlow protocol. In [4], we described an algorithm to measure the delay of each path between the core switches and the ToR switches. The game server’s performance analysis module monitors and analyzes the performance of the game servers in terms of available processing resources. Also, the predefined information and requirements of games are stored in an auxiliary database. Therefore, network-related information, server-related information, and games’ requirements are fed into the proposed game-aware optimization method by the SDN controller, performance engine, and game database respectively. Afterwards, the proposed game-aware optimization method makes decisions on the sever selection and the corresponding paths, which are optimized due to the global perspective provided by SDN.

We mathematically formulate the optimization problem using LP, and we define an objective function to determine which path and server can minimize the overall delay associated with all gaming sessions running on the datacenter. The objective function consists of the weighted average of the total network and processing delay. Readers are referred to [7] for details.

The results of our emulation, using Ubuntu version 14.4 box and a Mininet emulator on the Oracle virtual box version 4.3, which allowed us to create a realistic network experiment with OpenFlow and SDN, show that using our proposed method, the average delay variation experienced by players is almost 14% and 8% less than the overall delay experienced in the traditional approaches of server-centric and network-centric methods, respectively, where the server-centric method refers to methods that try to improve utilization of network resources, and network-centric method refers to methods that try to improve utilization of server resources.

4. Conclusion

As cloud gaming become more popular, offering a high quality gaming experience to the players becomes more crucial in the mass adoption of cloud gaming. SDN can help, by optimizing the cloud infrastructure to reduce the two main obstacles in cloud gaming: bandwidth limits, and delay. In this article, we saw how SDN can be used to reduce the delay caused at the cloud side.
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1. Introduction
Cloud gaming attract gamers to play without expensive equipment and game providers to offer on-demand gaming services. Cloud gaming services providers, such as Gaikai\textsuperscript{2}, Ubitus\textsuperscript{3}, and OnLive\textsuperscript{4} run their games on powerful servers hosted in cloud and stream the game scenes to gamers. Without running heavy game programs, the gamers only need to install a simple application on their heterogeneous devices, such as desktops, laptops, and smartphones to receive and play games. A market report\textsuperscript{5} shows that the staggering growth of cloud gaming market will be 8 billion USD by 2017. The potential of cloud gaming service attracts more and more game providers\textsuperscript{6}.

Providing the cloud gaming service is challenging because of the tradeoff between gaming Quality-of-Experience (QoE) and provider’s profits. More specifically, providing high QoE requires expensive hardware installed on cloud servers, which may lead to severe financial burden\textsuperscript{4}. However, saving the costs of building the cloud servers may not lead to higher profits because lower QoE may drive the gamers away from the service. Moreover, different type of games needs different equipment, while different games require different levels of gaming experience. If cloud gaming service use high-end hardware to serve a user who requests for low QoE to play an out-of-date 2D game, it wastes lots resources and the profit. These diverse requirements make the cloud gaming providers harder to find the best tradeoff.

Figure 1. The architecture of cloud gaming services, where GS denotes cloud gaming server.

Due to the diverse requirements of gamers and corresponding games, different games on the same cloud machine lead to different degree of consolidation overhead. In this paper, we study the virtual machine placement problem to find the most cost-effective consolidation decision. As illustrated in Figure 1, we consider the VM placement problem to maximize the total profit while providing the just-good-enough QoE to gamers.

2. Measurement Study
We conduct measurement studies to model the implications of consolidating multiple cloud gaming servers on a physical machine. We adopt VMware and VirtualBox to create VMs, which run on physical machines and the GamingAnywhere (GA)\textsuperscript{10} servers run in the VMs. We choose three games in different genres: Limbo, Sudden Strike: Normandy (Normandy), and Police Supercars Racing (PSR), and measure their performance over 5-min game sessions. We consider four metrics relevant to the VM placement problem: (i) CPU utilization: the average CPU load measured on the physical server, (ii) GPU utilization: the average GPU load measured on the physical server, (iii) frame rate: the average number of frames streamed per second, and (iv) processing delay: the average time for the GA server to receive, render, capture, encode, and transmit a frame.

Figure 2 gives some sample results, which reveals that: (i) VMs lead to nontrivial overhead, (ii) different VMs result in different amount of overhead, and (iii) different games incur different workloads that may have distinct performance implications on different VMs. Hence, more extensive measurements are required to derive the prediction model of GA performance in each game/VM pair. The details of the extensive measurements are presented in\textsuperscript{1} and we adopt sigmoid functions of the number of VMs on a physical machine to model CPU utilization, GPU utilization, frame rate, and processing delay.
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3. VM Placement Problem

System overview. Figure 1 illustrates the system architecture of the cloud gaming platform, which consists of S physical servers, P gamers, and a broker. Each physical server hosts several VMs, while every VM runs a game and a game server (GS). Physical servers are distributed in several data centers at diverse locations. The gamers run game clients on desktops, laptops, mobile devices, and set-top boxes to access cloud games via the Internet.

The broker is the core of our proposal. The broker consists of a resource monitor and implements the VM placement algorithm. It is responsible to: (i) monitor the server workload and network conditions, and (ii) place the VMs of individual gamers on physical servers to achieve the tradeoff between QoE and cost that is most suitable to the cloud gaming service. In particular, for public cloud gambling services, the provider’s profit is more important, while for closed cloud gaming services, the gaming QoE is more critical. The games may have diverse resource requirements, including CPU, GPU, and memory [7]. The paths between gamers and their associated servers have heterogeneous network resources, such as latency and bandwidth. Moreover, gamers can tolerate different QoE levels for different game genres [8]. Last, we note that the broker can be a virtual service running on a server or a server farm for higher scalability.

Notations and formulation. We use $u_s(v)$ and $z_s(v)$ to model the CPU and GPU utilizations of server $s$ running $v$ VMs. Details are given in [1]. We denote $g_p$ as the hourly fee paid by gamer $p$. We let $w_s(v) = c_s(u_s(v) + z_s(v))$ be the operational cost of imposing CPU and GPU utilization $u_s(v)$ and $z_s(v)$ on $s$, where $c_s$ is a cost term consisting of various components, such as electricity, maintenance, and depreciation. We also use sigmoid function to model frame rate $f_p$ and processing delay $d_p(v)$. We let $x_{s_p} \in \{0,1\}$ ($1 \leq p \leq P; 1 \leq s \leq S$) be the decision variables, where $x_{s_p} = 1$ if and only if gamer $p$ is served by a VM on server $s$. With the notations defined above, we formulate the provider-centric problem as:

$$\max \left[ \sum_{p=1}^{P} \sum_{s=1}^{S} x_{s_p} g_p - \sum_{v=0}^{V} \left( u_s(v) + z_s(v) \right) \right]$$

The objective function maximizes the provider’s net profit, i.e., the difference between the collected fee and cost. There are several constraints given in [1] and the most important one is to make sure that the gaming QoE degradation is lower than the user-specified maximal tolerant level. In summary, the formulation maximizes the provider’s profit while serving each gamer with a (user-specified) just-good-enough QoE level.

The aforementioned problem formulation is provider-centric, and is suitable to public cloud gaming services. For closed cloud gaming services, e.g., in hotels, Internet cafes, and amusement parks, maximizing the overall QoE is more important as the network bandwidth is dedicated to cloud gaming. Therefore, with same constraints of provider-centric problem, we give the the gamer-centric objective function:

$$\min \left[ \sum_{p=1}^{P} \gamma_{p,1} \sum_{s=1}^{S} d_p(v) \right]$$

The objective function minimizes the total QoE degradation. In particular, the QoE degradation is reduced when $f_p$ increases or $d_p$ decreases as the empirically derived $\gamma_{p,1}$ is negative and $\gamma_{p,2}$ is positive, where $\gamma_{p,1}$ and $\gamma_{p,2}$ are model parameters that can be empirically derived.

To solve the provider-centric problem, we propose an efficient algorithm, called Quality-Driven Heuristic (QDH), and compare with optimal solution (OPT) computed by CPLEX in next section. We also make an adaptive version, call QDH to solve the gamer-centric problem, and compare with the optimal solution (OPT). The details of the algorithms are presented in [1].

4. Testbed Implementation. We have implemented a complete cloud gaming system consisting of a broker, physical servers, and GA servers/clients, as illustrated in Figure 3. We adopt VMware ESXi 5.1 as the virtualization software on physical servers. ESXi allows us to create VMs on physical servers, and each VM hosts a GA server and a game chosen by the corresponding gamer. We employ VMware vCenter 5.1 as the platform for our broker, which is comprised of Single-Sign-On for user authentication and Inventory Service for managing/monitoring the VMs on ESXi servers. The Inventory Service comes with different APIs, and we use its Java API to interface with the vCenter on the broker so as to control ESXi servers on all physical servers.

Figure 3 shows the flow of our system. We integrate the GA client and server with VMware ESXi and vCenter. In particular, the GA client provides an interface for gamers to send their accounts and passwords to the broker (1). Upon being authenticated (2), the GA client sends the user-specified game to the broker, and the broker determines where to create a new VM for that game based on the status of all physical servers and networks (3). The broker then instructs the chosen physical server to launch a VM (4).
and sends the VM’s IP address to the GA client (5, 6). Last, the GA client connects to the GA server (7), instructs the GA server to run the user-specified game (8), and sends the stream of game to GA Client (9). This starts a new GA game session.

![Diagram](image)

**Figure 3. The implemented prototype system.**

**Experiment setup.** To quantify the QDH/QDH\textsuperscript{L} algorithms, we employ a testbed with 9 physical servers, 15 gamers, and 3 games. In every minute, each gamer joins (leaves) a game session with a probability of D\% (1 − D\%), where D is a system parameter. Each simulation lasts for T minutes. We assume that each physical server can serve up to two VMs and each VM launches a randomly selected game. In each simulation, we measure the fps and processing delay, and use them in the quality model. Also, we measure the CPU and GPU utilizations, and use them in the profit model. We inject realistic network latency using DummyNet [9]. Last, we set D = 90%, T = 15 minutes and consider the two performance metrics:

- **Net profit.** The total provider profit in every minute.
- **Quality of Experience.** The gaming QoE normalized in the range of [0\%, 100\%].

**Results.** We compare the QDH/QDH\textsuperscript{L} algorithms against the optimal solution that exhaustively checks all servers for each new gamer. We refer to the optimal solutions as OPT\textsubscript{L}/OPT\textsuperscript{L}. Figure 4 reports the average performance over time. Figure 4 shows that QDH\textsubscript{L} and OPT\textsubscript{L} result in similar net profit. More specifically, the OPT\textsubscript{L} algorithm outperforms the QDH\textsubscript{L} algorithm in the first half of the experiment, but the QDH\textsubscript{L} occasionally performs better in the second half. A closer look indicates that once game sessions start, they will be executed until the gamers leave. Therefore, even though OPT\textsubscript{L} selects the best VM placements for the incoming gamers, it cannot foresee the future (e.g., when will the gamers leave), and thus its profit may be lower than that of the QDH\textsubscript{L} algorithm. Nonetheless, the overall profit of QDH\textsubscript{L} is still 10% lower than the optimum.

![Graphs](image)

**Figure 4. Comparisons between QDH/QDH\textsuperscript{L} and OPT\textsubscript{L}/OPT\textsuperscript{L}: (a) net profits and (b) quality.**

**5. Conclusion**

We study the VM placement problems to (i) maximize the profits with good-enough QoE and (ii) minimize the total gaming experience degradation. We have implemented a testbed using an open-source cloud gaming system, Gaminganywhere [10], to conduct measurement study and evaluate our system. With the measurement study, we derive various system models. We formulated and solved the VM placement problems. The evaluation results show that, compared to the optimal algorithms, our algorithms achieve almost optimal net profit or QoE.
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1. Introduction
Cloud gaming is an emerging service based on cloud computing technology which allows games to be run on a server and streamed as video to players on a lightweight client. Cloud gaming is estimated to grow from $1 billion in 2010 to $9 billion in 2017 [1], a rate much faster than either international or online boxed game sales.

Figure 1 depicts how games can be run in the cloud. The game computation, normally done on the client’s computer or game console is instead done on one of many cloud servers, on the right. The server maintains the game world and computes the game scene images that the player sees on the screen, sending these game frames down to the client as streaming video. The client, on the left, can be “thin” since it no longer needs to do the heavy-weight computation of updating the game world and rendering the game scene – the client only needs to display the game frames as video and manage the player input. The client captures the player input in the form of mouse, keyboard and/or game controller actions, and sends it upstream to the game server in the cloud where the server incorporates the input into the game world as if the entire game was played locally on a traditional, non-cloud-based client.

Cloud gaming provides benefits to players, developers and publishers over traditional gaming. Cloud gaming allows players to access games streamed as video through mobile devices, such as laptops, tablets and smart phones, which provides the potential to play the same game everywhere without constraints on hardware. Game developers only need to develop one version for the cloud server platform instead of developing a version for each client type, thus reducing game development time and cost. Publishers can more easily protect against piracy since cloud games are only installed in the cloud, thus limiting the ability of malicious users to make illegal copies.

Despite some recent successes, before cloud gaming can be deployed widely for all types of games, game devices and network connections, cloud gaming must overcome a number of challenges: 1) network latency, inherent in the physical distance between the server and the client, must be mitigated; 2) high network capacities are needed in order to stream game content as video down to the client; and 3) processing delays at the cloud gaming server need to be minimized in order for the game to be maintained, rendered and streamed to the client effectively for playing. Research and development required to overcome these challenges need cloud gaming testbeds that allow identification of performance bottlenecks and exploration of possible solutions.

Several commercial cloud gaming systems, such as OnLive [2] and StreamMyGame [3] have been used for cloud gaming research. Although these commercial services can be readily accessed, their technologies are proprietary, providing no way for researchers to access their code. This makes it difficult for researchers to explore new technologies in cloud-based gaming and makes it difficult for game developers to test their games for suitability for cloud-based deployment. While GamingAnywhere [4] provides an open source cloud gaming system, it remains separated from the game itself, not supporting integration and simultaneous exploration of game code and the cloud system. For instance, researchers cannot easily explore latency compensation techniques that require both the game code and the networking code to monitor player lag if the game code is separate from the cloud system.

In order to provide a more flexible and easily accessed platform for cloud gaming researchers and game developers, we present Uniquitous [5], a cloud gaming system implemented using Unity [6]. Unity is a cross-platform game creation system with a game engine and integrated development environment. Uniquitous is exported as an independent Unity package, which can blend seamlessly with existing Unity projects, making it especially convenient for...
Unity developers, one of the largest and most active developer communities in the world – the Unity community increased from 1 million registered developers in 2012 to over 5 million in 2015 [7].

Uniquitous is open source, allowing modification and configuration of internal cloud gaming structures, such as frame rate, image quality, image resolution and audio quality, in order to allow exploration of system bottlenecks and modifications to meet client-server requirements. In addition to enabling system modifications, by being in Unity, Uniquitous enables game adjustments for further exploring the relationship between the game itself and cloud gaming performance. For example, game objects can be adjusted to study the effect of scene complexity on network bitrates, or camera settings can be altered to study the effect of perspective on cloud gaming frame rates. Although Uniquitous was developed on a desktop, Unity can build to both iOS and Android with full networking support, allowing Uniquitous to provide interactive streaming game video to mobile devices.

This article provides a brief introduction of the design and evaluation of Uniquitous. For details see other publications [8, 9] with source code and system documentation available online [5].

2. Architecture
Uniquitous’ architecture is shown in Figure 2. It is composed of three entities: Unity Project, Uniquitous Server and Uniquitous Thin Client. The Uniquitous Server and the Uniquitous Thin Client run on two separate computers connected by an Internet connection while the Unity Project runs on the same computer as the Uniquitous Server. Figure 2 shows three types of data flows in Uniquitous, illustrated with different shades/colors: the red image flow carries data for the game frames; the green audio flow carries data for the game audio; and the blue input flow carries data for user input. Flows within components on the same machine are represented with dashed lines while flows across the network are shown with solid lines.

3. Experiments
We conducted micro experiments to evaluate the performance of the Uniquitous server components, focusing on processing time for bottleneck analysis, and macro experiments to evaluate the Uniquitous system as perceived by the player, focusing on game image quality and frame rate since they are among the most important to the player. Select results are presented in this section, with full results available in [9].

All experiments were run on PCs with Intel 3.4 GHz i7-3770 processors, 12 GB of RAM and AMD Radeon HD 7700 series graphic cards, each running 64-bit Windows 7 Enterprise. The PCs were connected by a 100 Mbps network LAN. The games tested, the Car Tutorial [10] and Angry Bots (version 4.0) [11], are provided by Unity Technologies.

Since Unity by default can do JPEG decoding, the Image Encoding component is implemented using a JPEG encoder [12]. While future work could use inter-frame compression common in video systems (e.g., H.264), JPEG encoding is sufficient to implement and evaluate our Uniquitous prototype.

To evaluate frame rates achievable in Uniquitous, 44 configurations for Car Tutorial and 37 configurations for Angry Bots were tested. Each configuration varied the JPEG encoding quality factor and resolution. To compute the frame rate, the time differences between frames provided the average frame intervals, and the inverse provided the frame rates. Figure 3 shows the frame rate results for Angry Bots. The x axis is the JPEG quality factor, and the y axis is the frame rate. Each point is the frame rate average during a predefined period with trendlines grouping the different screen resolutions. Note, the higher resolution images are not tested at higher JPEG quality factors since RPC limits prevent images larger than 64 Kbytes from being transmitted.
From Figure 3, Angry Bots can achieve a maximum frame rate of 41 fps at a 210×114 resolution and 1 JPEG encoding. With the exception of this smallest image resolution, decreasing the JPEG quality factor does little to change the frame rate. However, increasing the frame resolution has a pronounced effect on decreasing the frame rate for both games. Based on previous results [13], frame rate is more important to players than resolution and a game system needs to provide a minimum of 15 fps for reasonable player performance. Both games tested can achieve 15 fps at a resolution of 640×480, hence is the recommended resolution setting for Uniquitous on this hardware setup. Based on player pilot tests, under these settings, both games are quite playable.

4. Frame Rate Predicting Model
With all the data collected from the experiments, we made a model to predict Uniquitous frame rate for configurations not yet tested. In order to build the model, we used a Weka classifier [14] with a 10-fold cross validation to make a linear regression model for both games:

\[
F_{\text{CarTutorial}} = 1 / (0.1348 \times R + 0.118 \times Q + 21.0) \\
F_{\text{AngryBots}} = 1 / (0.1361 \times R + 0.1224 \times Q + 22.5)
\]

where F is the predicted frame rate, R is the total pixel resolution divided by 1000, and Q is the JPEG quality factor. In order to validate our model, new R and Q values that had not been tested before were chosen, 35 for the Car Tutorial and 30 for Angry Bots, and the actual frame rates measured. The results are show in Figure 4.

The x axis is the predicted frame rate and the y axis is the actual frame rate as measured. Each point is the average frame rate over the experimental run. The diagonal line shows what would be perfect prediction. Generally, most of the data points are near this line, showing that the model is generally quite accurate. The points are somewhat closer to the line for frame rates under 20 fps than for frame rates over 25 fps, probably due to unaccounted for processing that accumulates more with more frames per second. The actual and predicted frame rates have a correlation of 0.995 for Car Tutorial and 0.981 for Angry Bots.

5. Conclusion
Realizing the potential for cloud gaming requires tested systems for researchers and developers. This article introduces Uniquitous [5], an open source cloud gaming system in Unity, providing a prototype that can be used for evaluating cloud gaming performance tradeoffs. Uniquitous seamlessly blends with Unity game development, providing control not only over the game system but also over the game content in a cloud-based environment. Micro experiments provide performance evaluation of the Uniquitous components, macro experiments evaluate game quality of the Uniquitous system, and a model predicts Uniquitous frame rates for games and hardware not yet tested. Validation of the model shows effectiveness for predicting frame rate over a range of configuration parameters. The evaluation shows the Unity Project running the game is the most time consuming component on the server when the game image quality and resolution are both low, but Image Encoding becomes the bottleneck for higher resolutions. For our system testbed, JPEG quality factors below 35 and resolutions below 640×480 pixels provide a configuration suitable for game play.

Future work can seek to increase Uniquitous frame rates and/or support higher resolutions and image qualities by addressing the identified bottlenecks. In addition, more game genres can be tested, exploring the relationship between the game genre and cloud...
gaming performance. Lastly, since Unity IOS and Android are fully supported by Unity, Uniquitous can be extended and evaluated on mobile devices, helping research and development of cloud-based games on wider range of clients.
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1. Introduction
Existing cloud gaming platforms have mainly focused on private, non-virtualized environments with proprietary hardware. Modern public cloud platforms heavily rely on virtualization for efficient resource sharing, the potentials of which have yet to be fully explored. Migrating gaming to a public cloud is non-trivial however, particularly considering the overhead for virtualization. Further, the use GPUs for game rendering has long been an obstacle in virtualization. Cloud gaming, in its simplest form, renders an interactive gaming application remotely in the cloud and streams the scenes as a video sequence back to the player over the Internet. A cloud gaming player interacts with the application through a thin client, which is responsible for displaying the video from the cloud rendering server as well as collecting the player’s commands and sending the interactions back to the cloud.

This new paradigm of gaming services brings immense benefits by expanding the user base to the vast number of less-powerful devices that support thin clients only, particularly smartphones and tablets [1]. Extensive studies have explored the potential of the cloud for gaming and addressed challenges therein [2] [3] [4]. Open-source cloud gaming systems such as GamingAnywhere for Android OS [5] have been developed.

This letter takes a first step towards bridging the online gaming system and the public cloud platforms. We closely examine the technology evolution for GPU virtualization and pass-through, and measure the performance of both the earlier and the advanced solutions available in the market.

2. GPU Virtualization and Pass-through
Recent hardware advances have enabled virtualization systems to perform a one-to-one mapping between a device and a virtual machine guest, allowing hardware devices that do not virtualize well to still be used by a VM, including GPU. Both Intel and AMD have created hardware extensions for such device pass-through, namely VT-D by Intel and AMD-Vi by AMD. They work by making the processor’s input/output memory management unit (IOMMU) configurable, allowing the systems hypervisor to reconfigure the interrupts and direct memory access (DMA) channels of a physical device, so as to map them directly into one of the guests [6].

As illustrated in Figure 1a, data flows through DMA channels from the physical device into the memory space of the VM host. The hypervisor then forwards the data to a virtual device belonging to the guest VM. The virtual device interacts with the driver residing in the VM to deliver the data to the guest’s virtual memory space. Notifications are sent via interrupts and follow a similar path. Figure 1b shows how a 1-1 device pass-through to a VM is achieved. As can be seen, the DMA channel can allow data to flow directly from the physical device to the VMs memory space. Also, interrupts can be directly mapped into the VM through the use of remapping hardware, which the hypervisor configures for the guest VM.

The advanced pass-through grants a single VM a one-to-one hardware mapping between itself and the GPU. These advances have allowed the cloud platforms to offer virtual machine instances with GPU capabilities. For example, Amazon EC2 has added a new instance class known as the GPU Instances, which have dedicated NVIDIA GPUs for graphics and general purpose GPU computing. There have also been recent studies on enabling multiple VMs to access CUDA-enabled GPUs [7][8], analyzing the performance of CUDA applications using a GPU pass-through device in Xen [9].
3. Advanced GPU Pass-through and Gaming Performance: A Reality Check

We will now compare an older more primitive implementation of virtualized device pass-through from 2011 to a newer more optimized version from 2014. For brevity, we will refer to these two platforms as “earlier” and “advanced”, respectively. With direct access to the hardware, these local virtualized platforms facilitate the measurement of virtualization overhead on game applications. Since we are interested in the impact virtualization overhead has on gaming performance, we also compare these system to their optimal non-virtualized performance (referred to as “bare-metal” performance).

Earlier GPU pass-through Platform (2011)

Our first test system is a server with an AMD Phenom II 1045t 6-core processor running at 2.7 Ghz. The motherboard’s chipset is based on AMD’s 990X. The server is equipped with 16 GB of 1333 MHz DDR-3 SDRAM. The GPU is an AMD-based HD 5830 with 1 GB of GDDR5 memory. The Xen 4.0 hypervisor is installed on our test system and the host and VM guests used Debian as their operating system. We configure Xen to use the HVM mode, since the GPU pass-through requires hardware virtualization extensions. The VM is given access to 6 VCPUs and 8048 MB of RAM.

Advanced GPU pass-through Platform (2014)

Our second system is a state-of-the-art server with an Intel Haswell Xeon E3-1245 quad core (8 threads) processor. The motherboard utilizes Intel’s C226 chipset, which is one of Intel’s latest server chipsets, supporting device pass-through using VT-D. The server has 16 GB of 1600 MHz ECC DDR-3 memory installed. We have also installed an AMD based R9-280x GPU with 3 GB of GDDR5 memory. The Xen 4.1 hypervisor is installed and the VM guests again use Debian as their operating system.

Comparison and Benchmarks

As the optimal baseline for comparison, for both systems we run each test on a bare-metal setup with no virtualization, i.e., the system has direct access to the hardware. The same drivers, packages and kernel were used as in the previous setup. This particular configuration enabled us to calculate the amount of performance degradation that a virtualized system can experience.

To compare the pass-through performance, we have selected two game engines, both of which have cross-platform implementation, and can run natively on our Debian Linux machines. The first is Doom 3, which is a popular game released in 2005, and utilizes OpenGL to provide high quality graphics. The second is the Unigine’s Sanctuary benchmark, which is an advanced benchmarking tool that runs on both Windows and Linux. The Unigine engine uses the latest OpenGL hardware to provide rich graphics that are critical to many state-of-the-art games. For each of the following experiments, we run each benchmark three times and depict the average. For Doom3 and Sanctuary, we give the results in frames per second (fps).

Game Performance

For Doom 3, we utilize the built in time demo, which loads a predefined sequence of game frames as fast as the system will render them. In Figure 2, we show the results of frame rates, running on our bare metal systems as well as on the Xen virtualized systems. We start the discussion with our older 2011 server. This bare metal system performs at 126.2 fps, while our virtualized system dramatically falls over 65% to 39.2 fps. Our newer 2014 system processing the frames at over 274 fps when running directly on the hardware and falling less than 3% when run inside a virtual machine. This first virtualization experiment makes it clear that the device pass-through technology has come a long way in terms of performance. The advanced
platform performs within 3% of the optimal bare-metal result.

To confirm the performance implications with newer and more advanced OpenGL implementations, we next run the Unigine Sanctuary benchmark. The results are given in Figure 3. Once again, we see that our earlier virtualized system shows significant signs of performance degradation when compared to its bare-metal optimal. The earlier system drops from 84.4 fps to 51 fps when virtualized, i.e., nearly 40%. The advanced system has near identical performance when the game engine is running in a virtualized environment or directly on the hardware.

Interestingly, all virtualized systems sustain a nearly identical performance to their bare-metal counterpart for device-to-device copy: the earlier platform at 66,400 MB/s while, the more advanced platform at 194,800 MB/s. This indicates that, once the data is transferred from the virtual machine to the GPU, the commands that operate exclusively on the GPU are much less susceptible to the overhead incurred by the virtualization system.

Our results indicate that, even though the gaming performance issues have largely disappeared in the more modern advanced platform, the memory transfer from main memory across the PCI-E bus remains a severe bottleneck. It can become an issue during the gaming industry’s transition from 1080p to the newer high memory requirements of 4k (4096 x 2160) UHD resolution.

4. Future Work and Conclusion

Cloud gaming has attracted significant interest from both academia and industry, and its potentials and challenges have yet to be fully realized, particularly with the latest hardware and virtualization technology advances. We closely examined the performance of modern virtualization systems equipped with virtualized GPU and pass-through techniques. Our results showed virtualization for GPU has greatly improved and is ready for gaming. Although there is degradation of memory transfer between a virtualized system’s main memory and its assigned GPU, the game performance at the full HD resolution of 1080p was only marginally impacted.
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Abstract: In this paper, we provide an overview of the research papers published in the recently concluded content-centric networking workshop (CCN) held with IEEE MASS 2015. Our goal is to provide the reader a summary of the state-of-the-art research in the area of CCN, discuss some open problems and explore avenues of future research.

1. Introduction

In this paper, our goal is to provide the networking community a quick review of the state-of-the-art research in content-centric networking\(^2\). Specifically, we present a summary of the papers published in the recently concluded IEEE MASS 2015 Content-Centric Networking (CCN) Workshop and discuss some of the open challenges. We encourage the reader to refer to the workshop proceedings [2] for detailed understanding of the papers. We next describe the aims and scope of the CCN workshop, quoted from [2] with minor modifications.

“With the exponential growth of content in recent years (e.g., videos) and the availability of the same content at multiple locations (e.g., same video being hosted at Youtube, Dailymotion), users are interested in obtaining a particular content and not concerned with the host housing the content. Also, the ever-increasing numbers of mobile devices that lack fixed addresses call for a more flexible network architecture that directly incorporates in-network caching, mobility and multipath routing, to ease congestion in core networks and deliver content efficiently. By treating content as first-class citizen, content-centric networking (CCN) aims to evolve the current Internet from a host-to-host communication based architecture to a content-oriented one where named objects are retrieved in a reliable, secure and efficient manner.

The CCN workshop provided researchers and practitioners an opportunity to meet and discuss the latest developments in this field. The outcomes of the workshop included 1) investigating and understanding some of the challenges in CCN, 2) fostering collaboration among researchers interested in CCN.”

2. CCN Research Overview

The workshop facilitated some interesting discussion in CCN. Specifically, the participants explored and discussed issues related to routing and caching, fragmentation, security and multimedia streaming in CCN. We next present a summary of the published workshop papers.

Routing and Caching.

Unlike prior work that has mainly investigated routing and cache management techniques in CCN [5, 14, 15], papers presented at the CCN workshop explored deeper issues related to the routing overhead, energy consumption and distributed file sharing, that points to the increasing maturity of the field. Hemmati et. al compare the performance (i.e., overhead) of two name-based content routing protocols, namely the Named-data Link State Routing (NLSR) protocol and Distance-based Content Routing (DCR) protocol [9]. The performance metrics used for comparison purposes are the number of control messages sent, number of events processed, and number of operations performed by routers after the protocols are initialized. Their simulation results indicate that there is no clear winner; while NLSR incurs lower control overhead than DCR to react to name prefixes changes when the number of replicas is very small, DCR incurs less overhead than NLSR as the number of replicas increases.

In his keynote presentation [6] at the workshop, Prof. J.J. Garcia-Luna-Aceves also discussed the issue of overhead in CCN. He points out in his paper that “the number of FIB entries stating name prefixes required for NDN and CCN to operate at Internet scale today is likely \(O(10^8)\). By comparison, the size of routing tables maintained by high-end routers today is \(O(10^9)\)” (quoted verbatim). He reexamines the mechanisms used in the forwarding plane in CCN architectures and proposes CCN-GRAM (Gathering of Routes for
Anonymous Messengers), an approach that reduces overhead by operating with a stateless forwarding plane. Karihara et al propose a strategy for grouping interest packets with similar information into a single one so as to decrease the computational overhead needed to look up large number of names of incoming interests in the FIB/PIT/CS entries in routers [10]. They demonstrate that their proposed scheme can reduce the computational overhead in routers to approximately 40% of a standard CCN implementation that works on individual packets.

The authors [16] analyze the energy consumption in CCN and demonstrate that in-network caching alone does not significantly reduce energy consumption. They then demonstrate that in-network caching compliments the energy-aware routing protocol proposed in [19] and enhances the energy reduction gains. In [4], the authors first showcase the advantages of the NDN architecture that supports the seamless integration of secure and distributed file sharing applications. They then present Chronoshare, a mobile-friendly distributed file-sharing applications that allow users to seamlessly share files regardless of device type, mobility (i.e., stationary, mobile) or connectivity patterns (i.e., constantly or intermittently connected).

Fragmentation.
Another important issue in CCN that received significant attention in the workshop is fragmentation. CCN disseminate data using hierarchical names for the different data chunks; if these data chunks exceed the maximum transmission unit (MTU) for Ethernet, then they need to be fragmented. In recent times, multiple hop-by-hop, end-to-end, and mid-to-end fragmentation schemes for CCN have been proposed. Instead of proposing a new fragmentation protocol, Ueda et. al analyze the performance of end-to-end fragmentation in terms of cache hit ratio and header overhead [17].

Secure fragmentation is investigated in [18], where the authors propose Named Network Fragments (NNF), an approach that improves upon the existing FIGOA protocol [8]. One of the main drawbacks of FIGOA is that signature verification is delayed until the last fragment is received as the signature is dependent on the hash computed based on the entire message (content object chunk). Additionally, the hash-based content retrieval in FIGOA is dependent on the message name; as content names in CCN may be potentially unbounded, this presents a significant challenge. The NNF protocol not only overcomes the above-mentioned challenges of FIGOA, it also allows users or routers to selectively request and retransmit fragments of a content object chunk.

Multimedia Streaming over Wireless Networks.
The workshop also included interesting papers related to multimedia streaming over wireless CCN. Via a small scale measurement study over a WiFi media streaming testbed comprising of five nodes [13], the authors show that “bandwidth consumption between a content publisher and its forwarder (i.e., access point) over Wi-Fi can be effectively and dramatically reduced by NDN, offering much better scalability than IP” (quoted verbatim). However, their experimental study also indicates that CPU utilization in NDN can be significantly higher in comparison to IP networks, indicating a need for further exploration. Liu et. al [12] combine caching and software-defined networking techniques in the design of CloudEdge, a computation-capable and programmable wireless access network architecture that maintains a good Quality of Experience (QoE) of multiple wireless access networks, while taking wireless transmission capacity and in-network computation power constraints into consideration.

4. Conclusion
The papers presented at the workshop provided preliminary solutions to important research problems related to routing overhead, security and improving quality of experience of video streams in CCN. The primary factors impeding real-world implementation and adoption of CCN architectures are related to the overhead incurred in maintaining the data structures needed in CCN. Future research should focus on analyzing and reducing the overhead incurred in CCN.

Security and privacy in CCN have received limited attention so far. Cybersecurity has been identified by NSF as one of the research areas requiring immediate attention [11]. Hence the success of CCN hinges on identifying attacks exclusive to CCN architectures and implementations and proposing effective countermeasures. In-network caching opens up the possibility of a plethora of new denial of service (DoS) and timing attacks that exploit cache characteristics to degrade performance and steal private information. An overview of possible DoS attacks in CCN is provided in [7], but in-depth investigation of these attacks is an important area of future research.
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