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Message from the Review Board Directors

Welcome to the October issue of the IEEE Communications Society Multimedia Communications Technical Committee (MMTC) R-Letter. This issue is brought to you by review board members who independently nominated research papers published within IEEE MMTC sponsored publications and conferences. Interestingly, for this issue we received a few nominations related to cloud computing, specifically within mobile systems, gaming, and green solutions, which are reviewed in the first part of this R-Letter. The second part covers reviews related to multimedia delivery in satellite and terrestrial networks, depth data analysis, and image categorization.

We hope you that this issue stimulates your research in the area of multimedia communication and an overview of all reviews are provided in the following:

The first paper, published in the IEEE Transactions on Multimedia and edited by Bruno Macchiavello, describes means for adaptive cloud computing to enable rich mobile multimedia computing and, thus, provides a first step towards cloud-based mobile multimedia applications.

The second paper, also published in the IEEE Transactions on Multimedia and edited by Roger Zimmermann, presents a framework for the Quality of Service (QoS) assessment of cloud gaming systems.

The third paper is edited by Yan Zhang and has been published within the IEEE Wireless Communication Magazine. It highlights challenges for cloud computing and suggests a green solution for cloud gaming.

The forth paper, published in the IEEE Communications Magazine and edited by Koichi Adachi, describes means towards context-aware multimedia content delivery in cooperative satellite and terrestrial networks.


Finally, the sixth paper, edited by Jun Zhou and published within the Proceedings of the IEEE International Conference on Computer Vision, explores the naturalness in image categorization.

We would like to thank all the review board members for their time and efforts. In particular, we would like to thank Gene Cheung and Guillaume Lavoue who resigned and we would like to welcome Bruno Macchiavello as a new member of the review board.
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Towards Cloud-based Mobile Multimedia Applications

A review for “Adaptive Mobile Cloud Computing to Enable Rich Mobile Multimedia Applications”
(Edited by Bruno Macchiavello)


Nowadays, mobile devices, like smartphones, are increasingly becoming essential tools for human communication, mostly due to the fact that they provide computing capability irrespective of user movement. This has led to a consolidated market for development of different applications (e.g. computer games, location and map information, etc.) that aim mobile devices. With this continuous increase of mobile applications, new challenges are emerging regarding security, bandwidth, storage, battery life, etc.

The use of mobile cloud computing seems a promising solution for several of these new challenges. Mobile cloud computing refers to an infrastructure where both the data storage and the data processing can happen outside the mobile device. Studies are predicting a significant increase of revenue from mobile enterprise cloud-based applications and services in the upcoming years [1,2]. Cloud storage, not only solves the problem of insufficient local storage capability, but gives the ability to access the data from any device, platform and network. However, the possibility of not only storing but also processing the data outside the mobile device can enable a much richer multimedia experience compare to native applications.

In this paper the authors present and discuss different possible types of Cloud Media Mobile (CMM) applications and analyze some challenges that need to be addressed in order to make those application viable, including response time, user experience, computing cost, bandwidth and scalability for a large number of users. Moreover, they propose an approach for cloud-based image rendering, used during Cloud Mobile Gaming. As observed by the authors, despite the current progress in the capabilities of mobile devices, they do not meet the requirements of the latest 3D and multi-view rendering techniques. Cloud based rendering can potentially enable mobile user to experience the same rich Internet games available to high-end PC users [3], or participate in rich augmented reality and multi-view immersive applications.

In order to enable cloud based rendering, the authors measure the required communication (bandwidth) and computation complexity during rendering operations. In the proposed rendering adaptation method, these requirements will dynamically vary, such that the resulting bit rate and computational load can meet the available network bandwidth and cloud server computing resources, respectively. Therefore, the rendering parameters that can affect communication and computational complexities must be identified. The authors grouped those rendering parameters into four sets: (i) realistic effects, which includes color depth, anti-aliasing, texture filtering, etc., (ii) texture detail, which refers to how many textures are used to present objects, (iii) view distance and (iv) environmental details, such as grass, flowers, etc. By varying these four group of settings, different complexity models can be created offline for a specific game or video application. These models are then used to compute rendering complexity levels, such that the root mean square error between the target complexities (communication and computational) and the measured complexities is minimized. Once the levels are available, an online joint rendering and encoding adaptation algorithm (JREA) determines the current settings for each user in near real-time.

The proposed JREA follows three steps. In the first step an encoding bit rate is defined. If during a short time interval the round trip delay keeps increasing, the JREA will reduce the encoding bit rate. On the other hand, if the round trip delay remains bellow a minimum acceptable value the bit rate will be increase. In the second step, the communication complexity level is adapted in order to meet the desired encoding bit rate. In the final and third step, the computational complexity is modified based on the measured server utilization level.
In the simulations not only the response time, but also subjective score were used in order to verify if the proposed algorithm is able to deliver acceptable gaming experience. Tests were performed using a 3G network and different environments (open and close locations). The results showed that the use of the proposed rendering adaptation technique can reduce the network delay and packet loss rate, while maintaining an acceptable video quality.

One minor drawback of the proposed technique is the necessity of creating specific complexity models for each application. Nevertheless, these models can be provided during application development. Future work can focus on the latency and jitter problem associated with the transmission of large amount of data between servers and mobile devices in a network. Another important challenge to be approach is ensuring scalability for a large number of simultaneous users within the limited capacity of mobile networks. Finally, CMM applications involve both mobile service provider and cloud service provider with different services management, methods of payment and prices. In order to develop adequate applications, it is important to consider a business model that includes pricing and revenue sharing between different providers.
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A Framework for the Quality of Service Assessment of Cloud Gaming Systems

A review for “On the Quality of Service of Cloud Gaming Systems”
(Edited by Roger Zimmermann)


In this study, the authors start from the observation that cloud gaming has attracted significant interest from both researchers and commercial companies. Cloud gaming, as the term is understood nowadays, specifically denotes a gaming system architecture that differs from regular online gaming. In both cases a client device (for example a PC, a set-top box or a mobile device) is connected to a server. However, in regular online gaming, game state updates are exchanged between the client and the server and the client contains a graphics rendering engine that can decode and process those game state updates. In contrast, with cloud gaming the real-time rendering is performed on the server-side and what is streamed to the client is a sequence of game screens. In other words, the server renders the game into a local frame buffer, which is then compressed and transmitted at a specific frame rate similar to a video stream transmission.

The authors rightly point out that cloud gaming has a number of advantages in that a client needs relatively modest hardware capabilities while at the same time it can show games that could traditionally only be rendered on high-end gaming hardware. Therefore only a so-called thin client is needed.

While a cloud gaming has some compelling advantages, it is important for the end user that the game play experience is good and in some respects comparable to a local setup. The authors in this paper therefore investigate and propose measurement techniques that can be used to assess the quality of service of cloud gaming systems. The authors draw on their experience that they gained while designing their own cloud gaming system called GamingAnywhere [2]. However, importantly, the presented methodology is designed to also work for proprietary games where neither the source code nor the internal architecture are publicly available. For the latency measurements the authors propose to decompose it into its individual components such as the network delay (ND), the processing delay (PD), the game delay (GD), and the playout delay (PD). The overall response delay (RD) can then be expressed as:

\[ RD = ND + PD + GD + OD \]

While the sub-components of the overall end-to-end latency RD are very interesting to know for the QoS assessment of a cloud gaming setup, they are not all directly observable. More details on how the authors achieve this is presented below. The main contributions of the proposed work are in two areas:

a) The authors propose measurement techniques that are applicable to commercial and proprietary cloud gaming systems. They describe how to instrument closed systems such that some detailed statistics can be obtained.

b) Two existing commercial systems are analyzed with the proposed methods, namely OnLive and StreamMyGame (SMG), and the results are compared in several dimensions.

**Approach.** The authors quantify the service quality of cloud gaming systems by instrumenting the transmission and client components and then monitoring actual game play. Because different game types have somewhat different requirements to achieve enjoyable game play, as has been shown in other studies [1], the authors perform their tests with three genres of games, namely action-adventure (ACT), first-person shooter (FPS), and real-time strategy (RTS). Within each category the authors consider three individual games.
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Not all the measurements are performed with all the games, but a representative mix is used for the experiments. To understand how network characteristics affect the service quality the author route all traffic through a FreeBSD 7.0 router running the dummynet such that they can degrade the traffic bandwidth in a controlled manner. In their measurements the authors are interested in a number of specific metrics as described below.

Response Delay Measurement. The round-trip response delay is one of the most critical aspects of game play. It basically measures how quickly the result of a user input can be observed on the screen (say the user moves an avatar). Users are used to short delays from local game play such as game consoles. Because in cloud gaming the input-response loop includes a client, a network and a cloud server, the response time will naturally be longer. The objective then for any good cloud gaming system is to keep the additional latency introduced by the client-server architecture as short as possible. In order to achieve precise time measurements – as it is not easy visually capture the time instance of a screen change – the authors instrument the Windows client systems by “hooking” into the frame drawing functions. This is quite interesting and allows for accurate end-to-end time measurements.

While the end-to-end response delay (RD) can be measured, it is comprised of several parts, some of which are internal to the game engine and client and cannot be directly observed. Therefore, it is non-trivial to break it down into its constituent components such as the network delay, the processing and game delay and the playout delay. This is one of the most innovative parts of the proposed work. In their framework the authors need estimate the time it takes for a updated frame to be fully transmitted from the game server to the client. Since a frame consists of many (and a variable number) of packets, it is not easy to know when the last packet of a frame has arrived at a client. The authors run a testing procedure where they estimate the playout delay (OD) and at random times block the client from receiving packets. They then observe whether an updated frame is being received by the client or not. By performing this measurement with random time intervals numerous times the authors are able to obtain scatter plots where the time t3, as it is called in the paper, can be quite accurately estimated between the point clouds where frames have been received or not received.

The authors consider the responsiveness as one of the main criteria to influence the cloud gaming quality of service. To better understand the factors that have an impact on the responsiveness, the authors vary scene complexity, update region size, screen resolution, and the computational power of the server. Results are presented for a variety of parameter settings and some of the interesting observations are that the commercial OnLive system is highly optimized and hence achieves a short response time which is influenced by, for example, the scene complexity. StreamMyGame generally has a longer response time and hence other quality factors play less of a role.

Quantifying Streaming Quality. The second major part of the study is designed to understand the streaming quality (i.e., the frame rate and graphics quality, measured by SSIM) under various network conditions. Here the dummynet router is utilized to vary the network delay, the packet loss rate and the bandwidth available. The results presented for the two tested systems show that OnLive generally achieves a higher visual quality while requiring less network bandwidth. It is still playable with 1 or 2 Mbps bandwidth, while SMG requires higher bandwidth resources and the framerate starves when the bandwidth is too low. This may have much to do with the software frame encoding that SMG is using while OnLive’s advantage is its proprietary video compression hardware at the server side.

Limitations. The framework proposed in the manuscript is overall very detailed and it should prove useful for researchers and practitioners working in the area of cloud gaming. The authors show how important quality metrics can be obtained accurately, even with commercial systems where the source code is not available. The study is specifically focusing on metrics that can be measured precisely, and the authors do not employ any user studies to assess how these factors may affect an actual user playing a game. However, generally with a user study only the overall effects can be understood, while the authors’ work allows individual factors that influence the quality of service to be analyzed. Therefore the author’s framework and user studies are two approaches that are complementary in their use.
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Video gaming is one of the fastest growing applications in mobile media industry. Fueled by the large-scale adoption of smart mobile devices, mobile games such as Angry Birds and Candy Crush have surprised many by hitting a huge number of players in a short period of time. Despite tremendous growth of capability in mobile devices, gaps remain between what mobile devices can support and requirements of great video games. High-end video games often require advanced computer graphics and enormous computational power to render realistic and interactive gaming scenes. Intensive computations for game rendering drain the batteries of mobile devices quickly. Battery capacity has been lagging behind the growth of computation power in mobile devices. As a result, mobile devices are crippled by the limited power supply in running computationally intensive applications. In addition, video games require substantial storage in installation, thanks to their high-fidelity textured graphics.

In the introduction, the authors outlined three major aspects where cloud gaming offers green efficiency. The first aspect is in the software management. Cloud gaming has the advantages of making new releases available to client immediately, and solving compatibility and update issues. As game vendors only need to maintain the game software at cloud servers, software management becomes more cost effective and requires fewer resources. The second aspect lies on the hardware maintenance. In cloud gaming, games are rendered at cloud servers with abundant and scalable resources. Importantly, cloud gaming centrally manages a pool of storage and computing resources rather than each client being constrained by their resources. Economies of scale and statistical multiplexing of client usage ensure overall efficiency in hardware utilization. Besides, power consumption of user devices is reduced as power-consuming computations are carried out in cloud servers, which are often power optimized. Finally, cloud gaming provides green solution in the deployment of video games. Cloud gaming eliminates the cost for sale and distribution of video games by delivering the games to massive numbers of players directly. Besides, pay-per-service saves clients from the large upfront costs of owning hardware and software in which they are likely to lose interest sometime later.

Cloud gaming integrates designs from various technical fields, such as cloud computing, computer graphics, multimedia compressions, and communication networks. Green efficiency has been one of the major research goals in these technical fields recently. The authors presented brief overviews to these green designs which are fundamental building blocks to the overall green solution of cloud gaming.

High-end video games often feature fantastic graphics quality. Rendering these high quality game images constitutes the heave duty computing tasks that require efficient rendering algorithms. In terms of game rendering algorithms, each stage of the rendering pipeline incurs some computation complexity (thus computing power). The energy models of the rendering pipeline have been characterized in [1], which demonstrated that processing of geometry, fragments, and game logic consume the most power in the pipeline. In general, rendering quality and complexity (thus energy consumption) trade-off various aspects of graphics rendering.

The rendered game images are often compressed as video to be streamed to the remote thin clients. Similar to the graphics-rendering module, video coding is another computationally intensive task at the cloud servers. In video compression, there is a trade-off in the optimization of rate and distortion. To compress an image sequence, redundancies are removed via searches of motion vectors and coding mode.

The compressed bitstreams of game videos are then delivered via communication networks. Game video traffics often require high bandwidth, low latency communication networks,
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which are power consuming. Thus, green designs in communication and networking are necessary. Video distortion is a key parameter in optimizing the user-perceived video quality. For example, a distortion-aware transmission scheme to optimize the streaming video quality over heterogeneous wireless networks is proposed in [2]. On the other hand, goodput is also of vital significance to enhance both traffic performance and network utilization, hence a novel goodput-aware load distribution model for delivering real-time multimedia traffic in [3].

Next, the authors moved on to review some existing cloud gaming platforms available in commercial and open sources. A notable open source platform is the GamingAnywhere [4], which is an open platform allowed for extensibility, portability, and configurability. More importantly, the fact that Gaming-Anywhere supports major platforms (Windows, Linux, OS X, and Android) is the additional strength to the open platform that the research community would like to take note. As existing cloud gaming systems are platform-dependent, the authors introduced the VNC-based platform, which is very much in resemblance to the remote desktop system.

The true novelty from the authors’ work is however the layered coding scheme [5] which they introduced subsequently. The layered coding scheme leverages on the growing computing capability of mobile devices to render some base layer game images. Instead of delivering the video bitstream of full image quality, cloud server only encodes and sends the enhancement layer images. Upon receipt of the enhancement layer bitstream, the client decodes to obtain the enhancement images, which will be used to enhance the base layer images to obtain the full quality images. Central to the scheme is the optimization of base layer pipeline which are computationally inexpensive, and yet render large amount of information contents in the rendered images. Conversely, enhancement layer images represent the rendering pipeline which is expensive to render but yet contain little information content to the final images. The notable advantage of the layered coding scheme is the successful reduction of bandwidth required to support the cloud gaming. Finally, the authors outlined some future directions and challenges in the green design of cloud gaming. Among the interesting directions include the cross-layer rendering-coding-delivery optimizations. A network-aware video encoder can adapt the video bitstream based on network statistics to ensure quality of experience in gaming. On the other hand, content-aware network delivery algorithms could prioritize the video packets such that important and urgent video packets are delivered on time and reliably. Joint coding and delivery optimization avoids unnecessary waste of computational and communications energy due to poor coordination of these two technical modules.

In addition, the authors also foresaw trends in device-aware rendering of games. In a cloud gaming service, clients’ devices are heterogeneous in display, processing capability, and power supply. They range from wide screen 3D-enabled TVs to power-constrained smart phones. Frame rate and frame size can be adapted accordingly for different game types and device types. Another interesting future direction the authors pointed out is the bandwidth efficient social gaming. The game players and observers are often heterogeneous in their device terminals. Scalable video coding (SVC) offers a competitive solution for this scenario, which would otherwise require transcoding or multiple encodings for various resolutions. Last but not least, the authors also commented on the 3D vision gaming, which attracts much interest within the research and industry of video gaming recently.
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Towards Context-Aware Multimedia Content Delivery in Cooperative Satellite and Terrestrial Networks

A review for “Prospects and Challenges of Context-Aware Multimedia Content Delivery in Cooperative Satellite and Terrestrial Networks”
(Edited by Koichi Adachi)


A seamless access to rich multimedia content on users’ devices has become more popular due to the rapid increase of mobile multimedia services in heterogeneous network [1]-[4]. In this paper, cooperative satellite cells and terrestrial wireless communication networks in considered as an enabler for such a seamless multimedia access [5]. To provide seamless multimedia access to users, the authors focus on context information of users. Recently, context awareness has become popular to accompany these services not only to enhance the users’ perceived service quality but also to improve the overall utilization of such cooperative networks.

Due to the different nature of two networks, i.e., satellite network and terrestrial network, delivering context-aware multimedia content through these cooperative networks is associated with a significant research challenge. In this paper, the authors address several challenges to provide seamless multimedia content, and propose a dynamic bandwidth allocation method to effectively utilize the satellite and terrestrial networks for providing context-aware contents to many users. Computer-based simulation results are presented to demonstrate the effectiveness of the proposed method. The authors also provide related research works for the satellite-terrestrial cooperative network [7]-[10].

Cooperation among different technologies is likely to form the future heterogeneous network, capable of delivering rich multimedia contents (TV broadcasting, video on demand streaming, and other services) to a large-scale audience. Awareness of context, i.e., users’ interests, places and locations, device specification (e.g., display resolution, capacity), subscribed data plan, and so forth, has recently become a popular feature to accompany these services to enhance quality of service as well as overall network utilization. For example, in order to deliver context-aware TV programs to a user through a satellite, the delivery method is typically unicast, which is obviously an expensive operation because satellites are intrinsically useful for broadcasting or multicasting services to many users. On the other hand, usually terrestrial mobile networks are better capable of delivering unicast-based context-aware content delivery. Furthermore, traditional cooperative satellite and terrestrial networks share a fixed bandwidth allocation method. However, due to non-uniform geographical distribution of users, dissimilarity of required contents depending on specific regions and/or users, and so forth, the fixed bandwidth allocation and the conventional way of utilizing these networks (e.g., satellite networks are used during post-disaster recovery operations, while terrestrial networks are used in normal times) are inefficient. In order to address these challenges, in this article, the authors propose a novel method to dynamically assign bandwidth in the satellite/terrestrial frequency sharing system to deliver context-aware contents to many users.

As a first step, the authors provide the clear understanding of the challenges associated with the concept of context-aware service delivery. Context awareness implies that the user’s information need can be anticipated and responded to in an almost automated fashion. Given a particular user, his/her information and service needs vary depending on his/her immediate and/or individual situation, which dictates his/her context. The context-aware service aims to provide the user with contextually relevant information such as his/her preferences in terms of gender, age, language, used network technology, location, date/time of access, interest, activity, mood, device specifications, and so forth.

Several examples about the association among the context information and the scenarios are provided to highlight their relation. They have an impact mainly on video quality and the choice of video quality is subject to a number of factors (e.g., screen resolution of the device, available bandwidth, and cost). Therefore, on behalf of the user automatically is a key research challenge, particularly in combined satellite and terrestrial networks.

Although the distribution of network users is geographically non-homogenous, in the existing satellite/terrestrial frequency sharing system, the same
bandwidth is allocated to each of the satellite cells. Additionally, the required contents are different from region to region, and also from user to user. Moreover, in the traditional model, the satellite and terrestrial networks are considered to be utilized separately, while these networks share the bandwidth. Thus, the existing bandwidth allocation and the way to utilize these networks are inefficient.

To overcome the aforementioned problems, a dynamic bandwidth allocation method is proposed to provide context-aware contents to many users by using cooperative satellite and terrestrial networks. The proposed method is composed of two steps: the bandwidth allocation and optimization steps in order to maximize the number of users who can enjoy the context-aware contents. In the proposed method, to make efficient use of the satellite’s multicast and broadcast capability, the satellite allocates its bandwidth to each cell according to the amount of requirements for multicast or broadcast contents. Based on the allocated bandwidth, the method determines which satellite or terrestrial networks should provide the contents to maximize the number of users enjoying the context-aware contents.

The computer simulation is conducted to show the effectiveness of the proposed method to provide context-aware multimedia contents. It is shown that the number of users who can enjoy context-aware contents can be greatly increased.

This paper addressed the challenges and provided the solution for cooperative satellite and terrestrial network system by utilizing the users’ context information. The proposed method could efficiently utilize the limited frequency bandwidth and increase the system capacity. This work can be used as a benchmark scheme for future evolution of cooperative satellite and terrestrial network system.
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Using Depth Data to obtain a High-level Description of the Hand

A review for “Parsing the Hand in Depth Images”
(Edited by Carl James Debono)


Computer vision systems can provide a framework for human-computer interaction. Hand pose tracking and gesture spotting and recognition form new ways for humans to interact with computer systems. These techniques provide natural ways in which humans communicate and therefore can be used in a large number of applications. Examples of applications that can benefit from such systems include: sign language recognition, game interaction, virtual reality, control of machines and devices, and others. In order to develop such solutions, discriminative features that describe the hand are required.

Computer vision-based systems that do not rely on special intrusive equipment such as data gloves [1] and optical marker based techniques [2] are highly desirable to improve the user’s computer interaction experience. A lot of research work has been done in hand pose tracking and gesture recognition using natural video, such as [3], [4], and [5], however their results are still not as accurate as the intrusive techniques.

A reason for the lack of accuracy in computer vision-based hand pose tracking and gesture recognition systems is due to the limitations of discrimination features. In the color video or image, the hand is very homogeneous in texture and features such as edge and silhouette are sensitive to environmental lighting and background. These features make pattern recognition difficult to achieve. On the other hand, depth sensors can provide better features and are used in work such as in [6], [7], and [8]. Although providing improvements, these features still provide limited discrimination for compact representations of articulated objects. The parsed hand parts provide high-level features that can be applied for hand gesture recognition and pose tracking, by segmenting the hand into different parts.

The authors of the original paper present a unified framework that makes use of both temporal information and spatial constraints for hand parsing. They use a depth-context feature and improve on its performance by applying a distance-adaptive sampling method. The authors show that the scheme gives better results than the binary depth comparison features used in [9]. Following this, a Superpixel Markov Random Field (SMRF) framework improves the hand parsing performance by modeling the spatial constraints.

The input to the framework consists of a sequence of depth images where only one hand is visible and is the closest object to the capturing device. The output from the system is part label images and key point sets that correspond to various parts of the hand. The process is divided into four main components, which are: (1) Per-pixel classification where an initial part label is assigned to each pixel using a learned Random Decision Forest (RDF) classifier and a temporal position classifier. In this process, a distance-adaptive feature selection method is used together with the depth-context feature to describe each pixel that is then classified. (2) Superpixel partition is used to reduce computational complexity by combining pixels with similar characteristics in the neighborhood. (3) Markov Random Fields (MRF) inference reassigns the hand part labels using superpixel-level inference. (4) Key point extraction then infers the center of the labeled hand parts using their distributions in the 3D space.

The training samples are generated using a 3D hand model. A fully deformable model with 3D closed mesh was developed by the authors and consists of the skeleton and a skin surface mesh. In order to generate the depth images and labels to train the classifier, the authors use the pinhole camera model [10] that allows the projection of the hand model onto an 2D image plane.

The hand classifier assigns a label to each pixel in the depth image of the hand, where the whole hand can be classified in twelve parts. The hand parts are connected with each other and therefore follow a fixed structure, which can be modeled as a tree-structure hierarchy. The RDF classifier is used for the labeling. When temporal information is available, the distribution of the position of an already labeled component can be used from the previous frame to aid the classifier. This improves the overall classification performance. The distance-adaptive sampling is applied since pixels nearer to the currently processed pixel
provide a better description of the context than further ones. The results from the per-pixel classification are noisy and need smoothening. The MRF is applied to refine the results from the classification but this is done at superpixel level to reduce the data and allow the system to operate in near real time. The superpixel partition is done in the space of posterior distributions and uses the Kullback-Leibler divergence as a measurement for the difference between a pixel and the center of the superpixel cluster. The results reported in the paper indicate that the solution produces good results both for synthesized and real depth camera captured depth images compared to other methods found in literature.

Hand gesture recognition and tracking solutions require high accuracy for such technology to be used in real applications. Misclassification errors can lead to frustrations and erroneous behavior of devices leading to a low quality of experience. Therefore, more work is still needed in this field where better feature extraction solutions and better classifiers are fundamental for the success of such technology. Stereovision and multi-view solutions can provide more information at the expense of a higher computational complexity. Parallel structures and cloud computing can be employed to reduce time complexity and allow more complex solutions to still function in near real time. Furthermore, the issue of having multiple hands in the scene and the fact that in a normal environment the hand might not be the closest object to the capturing device need to be addressed in future work.
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Exploration of Naturalness in Image Categorization

A review for “From Large Scale Image Categorization to Entry-Level Categories”
(Edited by Jun Zhou)


Image categorization has been intensively studied during the past decades. The research in this area has been recently boosted by two engines. First, large amount of image data becomes available in the Internet. This has facilitated the construction of large image datasets [1,2] which can be used to train classifiers that are capable of recognizing thousands or more object categories. Second, the widely available parallel computing facilities has made the fast processing of large amount of image data become possible.

The availability of large amount of image data also brings great challenges. One of them is how to organize image categories. The ImageNet dataset, which contains more than 14 million images, has used the WordNet [3] hierarchy to arrange the structure of object categories. Others, for examples, those collected from Internet and annotated by Web users, may use more natural language type descriptions [4,5]. An example given in this paper is the “Chlorophyllum Molybdites” category in ImageNet, which is more likely to be named as “Mushroom” in natural language. There are then the questions on how to utilize the structure of image categories in the WordNet, and how to combine these different types of labels.

In a previous work [6], Jia et al proposed to compromise the accuracy of classification and specificity in label prediction. On the one hand, the accuracy can be increased by generating a hypernym of the specific object class, for example label dog images as “animal” instead of “dog” or “cat”. On the other hand, such vague labeling increases the uncertainty in prediction which can be measured by information gain from coarse to fine predictions. Based on these considerations, an optimization method is developed to maximize the information gain when accuracy is guaranteed. This has enabled effective utilization of the structure of labels.

Based on [6], Ordonez et al proposed a method to combine labels in the ImageNet and those generated in natural language. Entry-level category concept, which was proposed by psychologist, has been introduced to represent the names of categories tend to be used by people. Then the label combination can be implemented by mapping concepts predicted by image categorization systems to the entry-level categories.

A key idea in this paper is to measure the naturalness of labels, which allows translation of concepts only based on language models. The naturalness can be estimated by calculating the frequency that a concept appears on the web. The more it appears, the more likely it is an entry-level concept. Then the goal is to maximize the difference between the naturalness and distance between two labels in the hypernym structure so the optimal concept mapping can be achieved from one label to the other. This is similar to the tradeoff mechanism in [6], but naturalness is not bounded by the structure of labels.

An objective of such concept mapping is to predict the entry-level labels of an image. A direct solution to this problem is making prediction according to the labels in the ImageNet hierarchy, and then using the above naturalness idea to perform the optimal concept mapping. This can also be implemented by training a classifier using datasets with entry-level labels, such as the one introduced in [2]. The authors also showed that these two solutions can be combined to make joint prediction. The proposed methods were evaluated on 1000 image selected from [2]. The results show that the combined solution can achieved the best prediction results, followed by classifier trained on data with entry-level labels.

This paper has won the Marr prize in the 2013 International Conference on Computer Vision. It has covered a very interesting topic of unifying different labeling systems for image categoriza-
The proposed method provides a viable solution to bridge the gap between different labels on the same object category, which can be useful in classification and retrieval of human annotated images.
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