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Welcome to the October 2018 issue of the IEEE ComSoc MMTC Communications – Review.

This issue comprises three reviews that cover multiple facets of multimedia communication research including resource allocation in heterogeneous networks, fine-grained venue discovery from multimedia data, and mobile edge cache placement for adaptive video streaming. These reviews are briefly introduced below.

The first paper, published in the IEEE Transactions on Communications and edited by Dr. Qin Wang designed a novel architecture of two-tier heterogeneous networks in which a massive MIMO technique is applied at a macro-cell base stations overlaid with a second tier of small-cells.

The second paper is published in the IEEE Transactions on Neural Networks and Learning Systems and edited by Dr. Yifang Yin. It describes a method for fine-grained venue discovery with complicated real images taken by users such as venue photos containing objects and geographic categories.

The third paper, published in the IEEE Transactions on Multimedia and edited by Dr. Roger Zimmermann, investigates video caching in the context of the modern and popular dynamic adaptive streaming over HTTP (DASH) in wireless networks while also taking into account the different rate-distortion (R–D) characteristics of videos.

All the authors, nominators, reviewers, editors, and others who contribute to the release of this issue deserve appreciation with thanks.
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Large System Analysis of Resource Allocation in Heterogeneous Networks

A short review for “Large System Analysis of Resource Allocation in Heterogeneous Networks with Wireless Backhaul”

Edited by Qin Wang

It is envisioned that the Internet of things (IoT) will change the paradigm of modern wireless communications by increasing the number of commonly used Internet-enabled things [1]. IoT applications raise several issues with regard to the next-generation wireless communication. For example, real-time and high-capacity infrastructure required by tele-medicine, highly reliable and low-latency output required by smart grid and critical infrastructure monitoring, and ubiquitous coverage demanded for environmental monitoring. Besides, IoT also brings challenges to energy and cost savings in terms of deploying and managing massive devices. To fulfill the aforementioned requirements of IoT, a novel architecture of two-tier heterogeneous networks (HetNets) was introduced, in which massive multiple-input multiple-output (MIMO) systems [2] and small-cell networks coexist [3] by overlaying macro-cell base stations (BSs) equipped with massive antennas with a large number of small-cell access points (APs). Massive MIMO systems that scale up the number of antennas deployed in each cell site utilize the additional spatial degrees of freedom to serve a large number of devices simultaneously on the same time frequency resource. Meanwhile, small-cell networks rely on a dense deployment of APs and thus reduce the distance between the transmitter and the receiver, as well as the offload traffic from macro-cell BSs.

However, there are still some challenges that need to be addressed by HetNets. In particular, the densification of small-cell APs causes severe inter- and intra-tier interferences and even restricts the system performance. Moreover, forwarding substantial traffic from APs to backbone networks places a heavy burden on the design of backhaul systems. Conventional wired connections through optical fibers are impractical because of their deployment cost. Wireless backhaul is regarded as a more economical and viable alternative and RAN spectrum-based backhauling is considered due to its low sensitivity to propagation conditions, wider coverage, and the reusability of existing equipment [4].

In this paper, authors present a two-tier HetNet, in which a massive MIMO technique is applied at a macro-cell BS overlaid with a second tier of small-cells. The macro-cell BS with a large-scale antenna array is assumed to support mobile macro-cell user equipment units (MUEs), whereas each small-cell AP equipped with one antenna is used to serve, and only serve, the closest static small-cell user equipment unit (SUE). Meanwhile, the macro-cell BS also provides a wireless backhaul for these APs, which shares RAN bandwidth with radio access links. To mitigate interference, authors consider a reverse time-division duplex (R-TDD) transmission protocol [5], where the order of uplink (UL) and downlink (DL) periods in two tiers is reversed. The BS forces its precoding vectors to be orthogonal to the interference subspace so that they avoid interference to the reception at the APs. Regularized zero-forcing (RZF) precoding combined with projection technique is used in DL, whereas joint linear minimum mean square error (LMMSE) detection is used in UL, thereby mitigating inter- and intra-tier interferences significantly [6]. To further improve the system performance, authors optimize the RAN bandwidth allocation between wireless backhaul and access links and time allocation between DL and UL operation intervals. Authors conduct analysis in a large-system regime and derive the deterministic approximation of the system sum rate (SR) which only depends on statistical channel information [7].

The authors’ major contribution is to derive the asymptotic results of ergodic DL and UL SRs by
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considering imperfect CSI, projection technique, and cross-tier interference, based on large system analysis. On the basis of deterministic and asymptotic equivalents, authors formulate an approximate problem as a substitute of the original problem based on ergodic SR, which significantly reduces computational complexity resulting from Monte Carlo averaging. An algorithm is proposed to find the optimal time and bandwidth resource allocation coefficients that maximize system SR. Furthermore, authors investigate important factors that affect bandwidth and time optimization, such as the number of MUEs and the distance between APs and BS.

Authors perform simulations to validate the accuracy of the deterministic equivalent. The results indicate that as the number of MUEs increased, more bandwidth is dedicated to access networks. The results also shed light on the effect of the distance between the APs and BS, which can be optimized given the trade-off between the path loss of the APs and the interference among UE units. Notably, the presented system is more suitable for asymmetric DL/UL traffic considering the influence of the weighting factors on the achievable maximal system SR.

In summary, the authors use large dimensional random matrix theory tools to derive the deterministic equivalents for ergodic system SRs without redundant calculations by considering imperfect CSI, projection technique, and cross-tier interference. The simulation results suggest that the deterministic approximation is accurate and that system performance can be improved via resource allocation, including bandwidth and time optimization, which depends on the number of MUEs, the distance between the APs and BS, and the weighting factors.
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Discovering a venue by a user-generated photo is an important yet challenging task for context-aware applications. However, few efforts have been made on fine-grained venue discovery with complicated real images taken by users such as venue photos containing objects and geographic categories. In this work, the authors investigate venue-related multimodal data from Wikipedia and Foursquare, and propose a novel deep learning model, Category-based Deep Canonical Correlation Analysis (C-DCCA), to address the problem of fine-grained venue discovery. Given a user-generated photo, the proposed model is able to perform exact venue search (find the venue where the photo was taken) and group venue search (find relevant venues with the same category as that of the photo), by computing the cross-modal correlation between the input photo and the textual description of venues. Moreover, the authors build a new venue-aware multimodal dataset by integrating Wikipedia featured articles and Foursquare venue photos. Experiments have been conducted on both this new dataset and one publicly available dataset [1] to demonstrate the effectiveness of the proposed approach by comparing to the state-of-the-art cross-modal retrieval methods.

In detail, the authors jointly learn the two tasks, namely the exact venue search and the group venue search, in the same framework. Each venue has an assigned category, text descriptions from Wikipedia, and venue images from Foursquare. During training, textual descriptions and venue images are used to learn the cross-modal correlation to obtain highly correlated textual and visual features in the canonical space. During testing, the task of venue search is performed by comparing the visual features of the input photo to the textual features of venues. This work differs from existing methods of visual venue discovery, as the authors extend the traditional deep canonical correlation analysis (DCCA) [2] by proposing a new category-based C-DCCA approach for the cross-modal search between images and texts.

In terms of the visual features, the authors utilize the off-the-shelf VGG16 model [3], which is pre-trained on ImageNet, to extract a 4096-dimensional feature for each input photo from the fully connected layer fc15. In terms of the textual features, the authors adopt the Doc2Vec model [4,5], which is an extension to the Word2Vec model, to generate a fixed 300-dimensional feature for each venue article. These features, however, belong to different modalities and cannot be compared directly. Therefore, the authors map the extracted visual features and textual features to a common space, by using two deep convolutional neural networks that consist of three layers. The size of the three hidden layers are 1024, 1024, and 10, respectively. Both the pairwise correlation between photos and texts of the same venue, and the category-based correlation between photos and texts of different venues with the same category, are considered in the objective function.

In the objective function, the covariance matrices of textual feature and visual feature are computed in the same way as in previous work [2]. The cross covariance is computed differently by considering not only the textual and visual features from the same venue, but also the textual and visual features from different venues of the same category. The two factors are next combined linearly using a constant balancing parameter. This balancing parameter plays an important role. A large value improves the pairwise correlation but degrades the category-based correlation. While a small value improves the category-based correlation but degrades the pairwise correlation. The two are conflicting targets that cannot be achieved simultaneously. Thus this balancing parameter should be set.

Edited by Yifang Yin

empirically to take a tradeoff between the two targets.

Finally, the authors evaluate their proposed method by comparing it with CCA [6], KCCA [7], DCCA [2], C-CCA [8], and C-KCCA [8] on both exact venue search and group venue search. The experimental results show that the proposed C-DCCA method greatly improves the performance of group venue discovery, compared to the state-of-the-art methods. For the exact venue discovery, DCCA outperforms C-DCCA, but the gap can be reduced by leveraging coarse location information associated with the input photo. Additionally, using more images to represent visual aspects of venues also helps to improve the performance of fine-grained venue discovery.

In conclusion, the authors propose an interesting category-based deep canonical correlation analysis method for fine-grained venue discovery by learning the cross-modal correlation between textual descriptions and user generated photos of venues. In addition, the authors build a new venue-aware multimodal dataset, which consists of 19792 photos and 1994 article descriptions for 1994 venues from five cities, for evaluation and perform extensive experiments to compare their method with the state-of-the-art approaches on both exact venue search and group venue search. They also suggest possible solutions for further improvements.
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Mobile Edge Cache Placement with QoE Consideration for Adaptive Video Streaming

A short review for “QoE-Driven Mobile Edge Caching Placement for Adaptive Video Streaming”

Edited by Roger Zimmermann

Video streaming transmissions are accounting for a steadily increasing fraction of the total Internet traffic. This trend holds for the wired Internet, but even more so in the realm of wireless data communications. Furthermore, video traffic shows distinctive “peak hours” of usage [1], which further exacerbates the stress on the Internet data delivery infrastructure. Caching of video content within a network has long been shown to be an effective solution to reduce the traffic to the origin content server. However, designing a near-optimal caching solution is challenging because many different parameters need to be considered. Many current caching solutions consider videos as generic files, without taking the special characteristics of videos into account. In their work the authors specifically address video caching in the context of the modern and popular dynamic adaptive streaming over HTTP (DASH) technique [2] which stores video content as multiple representations at different qualities and/or resolutions. Additionally, as one of their main contributions, the authors also remove the widely used – but inaccurate – assumption that the encoding bitrate of a video representation is proportional to its quality. Rather, they take into account the different rate-distortion (R–D) characteristics of videos, as is indicative with different content types.

The authors assume an infrastructure setting as it would normally be encountered nowadays, where a base station hosts the DASH server, which is then connected through a number of medium speed links to a set of edge servers. These edge servers provide relatively high speed connections to the mobile clients and they incorporate some limited storage that can be used for video caching purposes. The authors then first formulate the problem of optimally allocating the various representations of a set of videos to the edge caches as an integer linear program (ILP). This formulation considers various constraints such as the storage capacity, the video representations, quality-of-experience (QoE) metrics such as the startup delay and the average video quality and aims to maximize the average video distortion reduction of all users while minimizing the transmission cost of the representation downloads from the base station. The ILP formulation is exponential in its complexity and thus it is not suitable to be executed in an efficient manner in a real world environment.

As another contribution, to alleviate the complexities of solving the ILP, the authors convert the problem into an equivalent set function optimization problem, specifically the authors show that it is a sub-modular maximization problem. Through this transformation the problem can then be solved with a greedy algorithm that exhibits polynomial time complexity. Furthermore, they prove theoretical approximation guarantees of a worst-case performance of the proposed algorithm of 1/2 \((1-1/e) \approx 0.316\). However, in their simulation results the approximation ratio generally is significantly higher, mostly above 0.95.

The manuscript also includes an extensive experimental section where the authors present simulation results and comparisons to two existing state-of-the-art algorithms and to the optimal solution of the ILP algorithm. An extensive analysis shows the impact of various parameters such as the cache size, the number of users, and the number of edge servers. The authors evaluate a larger system where the number of users, the number of videos, and the video types are scaled up. Overall the proposed solution performs well such that, when the cache size of each edge server is large enough to pre-fetch a large number of representations, the proposed efficient greedy algorithm could almost achieve the same average distortion reduction per user as the optimal solution.

In summary, the authors demonstrate that adaptive videos should be taken into account with different representations and their rate-distortion (R–D) characteristics when designing a video caching infrastructure. The manuscript also shows that an efficient greedy algorithm can achieve near optimal results. A discussion at the end includes some guidelines for system designers which is a useful component of this study.
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