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Message from the Review Board Directors 
 

 

 

Welcome to the June 2021 issue of the IEEE 

ComSoc MMTC Communications – Review. 

 

This issue comprises four reviews that cover 

multiple facets of multimedia communication 

research including mobile video broadcasting, 

sound localization, UAV resource allocation, and 

360 video streaming. These reviews are briefly 

introduced below. 

 

The first paper, to be published in IEEE 

Transactions on Mobile Computing and edited by 

Dr. Takuya Fujihashi, proposes a spatial scalability 

enabled robust video broadcast system to 

accommodate diverse users with both 

heterogeneous resolutions and channel conditions. 

 

The second paper, to be published in IEEE 

Transactions on Pattern Analysis and Machine 

Intelligence and edited by Dr. Debashis Sen. It 

designs a novel unsupervised algorithm to address 

the problem of localizing sound sources in visual 

scenes through a two-stream network structure 

handling each modality. 

 

The third paper, published in IEEE Transactions on 

Wireless Communications and edited by Dr. 

Qichao Xu, proposes a resource pricing and trading 

scheme based on Stackelberg dynamic game to 

optimally allocate edge computing resources 

between edge devices and UAVs, as well as a 

blockchain-based scheme to record the entire 

resources trading process to protect the security 

and privacy.  

 

The fourth paper, published in IEEE Transactions 

on Multimedia and edited by Dr. Yong Luo, 

explores optimal wireless streaming of a multi-

quality tiled 360 virtual reality (VR) video from a 

server to multiple users through a multicast 

wireless channel.  

 

All the authors, reviewers, editors, and others who 

contribute to the release of this issue deserve 

appreciation with thanks. 
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Robust Video Broadcast considering Resolution Heterogeneity of Mobile 

Devices 

A short review for “Robust Video Broadcast for Users with 

Heterogeneous Resolution in Mobile Networks”  

Edited by Takuya Fujihashi 

  
Y. Gui. H. Lu, F. Wu, C. W. Chen, "Robust Video Broadcast for Users with Heterogeneous 

Resolution in Mobile Networks,'' IEEE Transactions on Mobile Computing (Early Access).    

  

Demand for video traffic has been exponentially 

growing in recent years because of the 

development of mobile devices and video 

applications. Video broadcast is an effective way 

to reduce the traffic required to deliver the same 

video content for multiple mobile users. However, 

the heterogeneous channel conditions in mobile 

networks, in terms of Signal-to-Noise Ratio (SNR) 

have posed great challenges to existing digital 

video broadcast systems. Specifically, the digital 

video systems suffer from the cliff effect and 

staircase effect [1] owing to the vulnerability of 

communication errors. To eliminate such cliff 

effect and staircase effect, robust video 

transmission schemes [2] have aroused great 

interest in recent years.  Since the robust video 

transmission schemes only consist of linear 

operations, the robust video transmission system 

intrinsically has the scalability to instantaneous 

channel conditions, which can provide each user 

with the video quality commensurate with its 

channel quality. 

 

Although the channel heterogeneity of mobile 

devices can be solved by robust video 

transmission schemes, the heterogeneity of other 

aspects still impairs the user experience.  In this 

paper, the authors deal with the resolution 

heterogeneity of mobile devices in video 

broadcast systems. Due to the diversity of mobile 

devices, such as smartphones, tablets, and laptops, 

the receivers in video broadcast systems have 

different screen sizes. One of the simplest 

solutions to deal with the resolution heterogeneity 

of mobile devices is to broadcast a single 

representation of a video sequence to the user 

devices. In this case, a device with low display 

resolution decodes and downsamples the received 

high-resolution videos. However, such a 

modification increases the cost and power 

consumption of the device. In addition, sending 

the details that are not shown on the display owing 

to the display resolution is a waste of its receiving 

channel bandwidth.  Therefore, how to make 

robust video transmission adaptive to the 

resolution heterogeneity with one single video 

representation, is a very important issue in the 

robust video broadcast system. 

 

Based on the above-mentioned issues, the authors 

propose a robust video broadcast framework 

called Spatial Scalability enabled Robust Video 

Broadcast (SSRVB), which can accommodate 

diverse mobile devices with heterogeneous 

resolutions, as well as maintaining the scalability 

of robust video transmission with respect to 

channel conditions. 

 

SSRVB designed a novel spatial decomposition 

method based on linear projection to provide 

differentiated resolution demands Specifically, the 

input videos are decomposed into multiple layers, 

i.e., one base layer and multiple refinement layers. 

A base layer guarantees the base quality of the 

video content, while the refinement layers 

progressively improve video quality. Since the 

total number of projection values is always equal 

to the number of original values in each projection 

process, SSRVB saves bandwidth requirement.  

 

The authors then derived the expression of the 

decoding distortion of each user as well as the 

average distortion of multiple users in the 

broadcast scenarios. They defined the distortion 

minimization problem with the consideration of 

two types of resource allocation including 

subcarrier matching and power allocation. Since 

this problem is an NP-hard problem, they derived 

a closed-form optimal power allocation solution 

for any given subcarrier matching. With the 

optimal power allocation, they designed a near-

optimal and low-complexity subcarrier matching 

scheme based on auction theory. Finally, an 

iterative algorithm is used to solve this joint 

subcarrier matching and power allocation problem. 
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All evaluations were carried out based on the six 

test video sequences downloaded from Xiph.  

They compared the performance of the proposed 

SSRVB with the existing robust video 

transmission schemes, including ECast [3], MCast 

[4], discrete Wavelet transform (DWT)-based, and 

H.264/SVC with convolutional codes and 

hierarchical modulation (SVC-HM) schemes. For 

comparison, they considered decomposing the 

source video into three layers, and the mobile user 

requested the low resolution, the middle resolution, 

and the high-resolution videos, respectively. 

 

The evaluation results showed that SSRVB 

achieves the best average performance in terms of 

video quality. For example, SSRVB performs 

better for all users compared with the DWT-based 

scheme. It means the spatial decomposition in the 

proposed SSRVB is more suitable for robust video 

broadcast compared with the spatial 

decomposition in DWT. In addition, SSRVB 

outperforms the digital-based SVC-HM scheme 

owing to cliff effect prevention. 
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Nearly-Unsupervised Localization of Sound Sources in Videos 

A short review of “Learning to Localize Sound Sources in Visual Scenes: Analysis and Applications”  

Edited by Debashis Sen  

  
A. Senocak, T. -H. Oh, J. Kim, M. -H. Yang and I. S. Kweon, “Learning to Localize Sound 

Sources in Visual Scenes: Analysis and Applications,'' IEEE Transactions on Pattern Analysis 

and Machine Intelligence, vol. 43, no. 5, pp. 1605-1619,  May 2021.    

Humans perceive events in scenes by sensing 

multi-modal information through different 

sensory organs. Just like visible content, sound in 

scenes contains rich information for 

understanding spatio-temporal cues of the objects 

/events that generate sound. Humans easily locate 

and interpret the visual appearance of a sound 

source by sensing the audio-visual data. Humans 

acquire this capability by learning to correlate 

audio and visual data over time without any 

supervision [1]. In this context, the authors 

investigate in the paper whether machines can also 

learn to perform human-like audio visual event 

perception in an unsupervised manner. 

 

There has been a plethora of investigations in 

audio-visual learning, but sound source 

localization through audio-visual data without any 

handcrafted prior has hardly been attempted in an 

unsupervised manner. Learning such a mechanism 

is a challenging task. Moreover, it is very difficult 

to learn the localization of sound sources based on 

image sequences and mono-channel audio. 

  

In the paper, the authors present a framework 

comprising of three networks, namely sound 

network, visual network, and localization network 

for sound source localization in videos. Sound 

network learns the semantic relationship between 

the mono-channel audio and single frame without 

any motion cues. The network emphasizes on 

extracting features related to context and concepts 

of sound signal. The visual network extracts visual 

context information while preserving the spatial 

information. Finally, the localization network 

perform the sound source localization by utilizing 

the extracted concepts from sound and visual 

networks. The network generates a confidence 

score map indicating the location. This is 

modelled by an attention mechanism similar to the 

human visual system. 

 

The first few layers in the sound network are 

similar to SoundNet [2]. The rest of the layers are 

designed with ReLU [3] with fully connected (FC) 

layers [3]. The architecture of visual network is 

similar to the VGG-16 model [3]. To perform 

localization usin the localization network, the 

context representation vector similar to [4, 5] is 

used. 

 

The learning model of the proposed framework 

determines whether the audio signals share local 

similarity with video frames. The framework 

generates representations from both sound and 

visual networks, which are projected to be similar 

or dissimilar to each other in a latent feature space. 

An unsupervised loss function is proposed by 

computing a distance in the common feature space. 

Empirical evidence suggests that such a 

framework with unsupervised learning works in a 

wide variety of scenarios. However, in some cases 

it is also found to arrive at wrong conclusions in 

terms of localization. This suggests that an 

unsupervised learning mechanism alone using a 

video frame and mono-channel audio in the 

proposed setting may not always be the best suited. 

 

Further investigations show that in the early stages 

of the learning, the model can generate wrong 

conclusions. However, the conclusion can be 

improved with weak supervision. This leads the 

authors to device a mechanism to provide a little 

supervision in the form of prior-knowledge to the 

model. Interestingly, the problem of false 

conclusion is resolved using the semi-supervision 

setting that uses a supervised loss function as a 

prior. As an addition, the authors design a deep 

learning based framework which allows 

supervised, semi-supervised and fully supervised 

settings as choices, which can be selected 

according to the availability of the annotated data. 

 

This paper also contributes a new evaluation 

measure, namely, localization consensus 

intersection over union (cIoU) similar to the 

consensus metric in the VQA task [6], but in the 

sound source localization context. Further, this 

paper contributes a new sound source dataset with 
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annotation for supervised training and 

performance evaluation.  

 

Extensive evaluation shows that the proposed 

framework is able to localize the sound source 

very well with a semi-supervised setting.  An 

analysis with non-object and ambient sounds 

shows that the model deals well with off-context 

sound. The proposed framework successfully 

generates the visual embedding that can be 

beneficial to analyze the effectiveness of the 

learned representation. The authors show the 

effectiveness of the proposed model in cross-

modal searching, like audio query-based video 

retrieval and video query-based audio retrieval. 

Further, the authors show the utility of the 

proposed framework in sound saliency-based 

automatic camera view panning in 360∘ videos. 

 

This paper tackles a relatively new and difficult 

problem of sound source localization in videos. 

Experimental results show that a completely 

unsupervised learning can perform well, but would 

sometimes draw wrong conclusions. However, it 

can be resolved with a small amount of supervision. 

The work shows its potential in different 

applications like multi-modal retrieval, sound-

based saliency, and representation learning-based 

applications. 
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A  UAV  Assisted Secure Edge Computing Resource Allocation Scheme 

A short review for “Edge Computing Resource Allocation for Unmanned Aerial Vehicle Assisted 

Mobile Network With Blockchain Applications” 

Edited by Qichao Xu 

 
H. Xu, W. Huang, Y. Zhou, D. Yang, M. Li and Z. Han, "Edge Computing Resource Allocation 

for Unmanned Aerial Vehicle Assisted Mobile Network With Blockchain Applications," IEEE 

Transactions on Wireless Communications, vol. 20, no. 5, pp. 3107-3121, May 2021.    

  

With the rapid development of the Internet of 

Things(IoT), the number of various types of 

mobile terminals has grown rapidly, resulting in a 

large amount of data and computing network 

service requirements. Mobile Edge Computing 

(MEC), as a potential paradigm, extends the cache 

and computing capabilities of cloud computing to 

the edge of the network, bringing a better network 

service experience for mobile users[1],[2]. In 

particular, in some scenarios where mobile users 

are sparsely distributed or in extreme cases, 

traditional mobile edge computing cannot be 

directly applied [3],[4]. Unmanned aerial 

vehicles(UAVs) can be used to assist edge 

computing because of its flexible deployment, low 

cost, and high mobility. The edge computing 

stations (ECSs) provide services such as 

communication and computing for mobile users. 

UAVs obtain edge computing resources from 

ECSs to complete computing tasks of mobile users, 

which further enhances the quality of service(QoS) 

for mobile users. 

However, due to the open and wireless 

characteristics of UAV communication, some 

security and privacy issues will be brought about 

in the process of resource allocation between ECSs 

and UAVs. For example, the ECS may refuse to 

acknowledge the receipt resource request of the 

UAV, the UAV may pretend that it has not 

received the resources of the ECS, and the privacy 

information leakage that may be caused by the 

resource transaction process. These obstacles will 

hinder the resource trading between UAVs and 

ECSs. Therefore, it is necessary to design a 

security mechanism to solve the security and 

privacy issues in the resource transaction process.  

This paper proposes a blockchain-based dynamic 

resource allocation scheme in a UAV-assisted 

mobile edge computing network, including the 

ECS layer as the resource provider, the UAV layer 

as the resource purchaser and the mobile user layer 

as the service requester. Meanwhile, in the 

blockchain, the ECS also serves as the publisher 

and miner of the mining task in the execution 

process of the blockchain. This resource allocation 

plan uses the UAV as a bridge to connect the ECSs 

and the mobile users. The mobile user uploads a 

task request to the nearest UAV, after the UAV 

receives the task request, it purchases computing 

resources from the edge computing station to 

complete the user's request service. Blockchain is 

used to ensure safe resource transactions between 

the UAV and the ECS. After the UAV completes 

the resource transaction with the ECS, the ECS 

publishes a mining task, and the miner pack the 

transaction records into a block and add to the 

blockchain after verification among nodes of 

ECSs. To simulate the dynamic changes of the 

mobile user's demand received by the UAV, the 

dynamic evolution process is modeled by a 

differential equation. To attain the control price 

decision of the ECS and the resource selection 

decision of the UAV in the resource allocation 

process between the ECSs and the UAVs, the 

Stackelberg game is used to model this process to 

obtain the optimal resource allocation. 

Therefore, the authors’ main contribution in this 

article is to propose a secure resource pricing 

scheme based on blockchain to promote resource 

allocation between ECSs and UAVs and 

maximize the utility of ECSs and UAVs, and solve 

the security and privacy issues involved in 

resource transactions. The resource allocation 

problem between ECSs and UAVs is modeled as 

a Stackberg game model, which optimizes the 

resource pricing of ECSs and the resource 

selection of UAVs, improves the efficiency of 

resource utilization and provides satisfactory 

services for mobile users. 

In order to solve the problem that mobile users 

cannot access edge nodes to obtain network 

services in special scenarios, this paper proposes 

to use UAV to provide mobile users with 

computing and communication capacities. Due to 

the limited resources, UAVs provide users with 

satisfactory services by purchasing resources from 
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ECSs. The service request from the users to the 

UAV affected by the service price and the 

resource price of the ECS changes over time. In 

order to obtain more benefits, the ECS first 

announces the resource price, and then the UAV 

selects the resource demand, and the resource 

allocation process is modeled as a two-stage 

Stackelberg game, the equilibrium solution of the 

ECS and the UAV is analyzed to obtain their 

optimal profit. Because resource transactions 

occur in an untrust environment, dishonest 

behaviors and even conflicts may occur in the 

process of resource transactions. In order to ensure 

that the security and privacy of resource 

transactions, blockchain technology is adopted to 

achieve secure resource transaction without the 

three-party trust organization. In the operation 

process of the blockchain, the mining reward is 

used to motivate the ECSs to participate in the 

mining task.  

In addition, the problem of optimal resource 

requirements for UAVs is modeled as a 

differential game. Differential game originates 

from optimal control theory and game theory.  It 

is a continuous dynamic random game which was 
first proposed by Isaacs in 1965[5],[6]. Different 

UAVs select their own resource requirements to 

obtain the optimal utility within a period of time. 

After a fixed period of negotiation and adjustment, 

the UAVs can obtain their own optimal resource 

choices. In this paper, Bellman dynamic 

programming is used to obtain the equilibrium 

solution of the UAV in the open-loop and 

feedback situations. 

Extensive simulations have evaluated the 

performance of the proposed dynamic resource 

allocation scheme. The simulation results show 

that the proposed scheme analyzes the optimal 

resource allocation strategy of the ECS and the 

optimal dynamic resource selection strategy of the 

UAV in the open loop situation and the feedback 

situation respectively, and achieves the optimal 

objective of the ECS and the UAV.  

In summary, the proposed dynamic resource 

allocation mechanism based on the Stackelberg 

dynamic game has been proved to achieve the 

dynamic optimal utility equilibrium of resource 

allocation between ECSs and UAVs. The edge 

computing station controls the price of resources to 

allocate resources to UAVs. Blockchain 

technology solves the security and privacy issues 

involved in the process of resource transactions.  
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Optimization Frameworks for Adaptive Multicast Steaming of 360 VR Video  

A short review for “Optimal Wireless Streaming of Multi-Quality 360 VR Video by Exploiting Natural, 

Relative Smoothness-enabled and Transcoding-enabled Multicast Opportunities”  

Edited by Yong Luo 

  
K. Long, Y. Cui, C. Ye, and Z. Liu, “Optimal wireless streaming of multi-quality 360 VR video by 

exploiting natural, relative smoothness-enabled and transcoding-enabled multicast 

opportunities,” in IEEE Trans. Multimedia, 2021 (Early Access).  

  

360 virtual reality (VR) video is typically recorded 

using a special rig of multiple cameras or a 

dedicated camera containing multiple camera 

lenses. 360-degree video is usually viewed via 

personal computers, mobile devices, or dedicated 

head-mounted displays. A user can view the scene 

of interest in any direction at any time, hence 

enjoying an immersive viewing experience.  

 

Wireless streaming of 360 VR video lifts 

geographical or behavioral restrictions and has 

received growing interest. The tiling technique is 

widely adopted to improve the transmission 

efficiency of 360 VR video, which has a much 

larger encoding rate than traditional video. 

Specifically, 360 VR video is divided into tiles, 

and only the set of tiles covering a user’s predicted 

field-of-view (FoV) is transmitted to him to reduce 

communications resource consumption. In 

practice, users may have heterogeneous conditions 

(e.g., channel conditions, display resolutions, etc.). 

Pre-encoding each tile into multiple 

representations with different quality levels and 

performing bitrate (quality) adaptation according 

to a user’s condition can effectively alleviate 

rebuffering.  

 

Recently, several works investigate adaptive 

wireless streaming of tiled 360 VR videos in the 

unicast scenario where multiple users request 

different 360 VR videos [1]. In some VR 

applications, such as VR gaming, VR military 

training, and VR sports, 360 VR video has to be 

transmitted to multiple users with overlapping 

FoVs simultaneously. When a tile is requested by 

multiple users concurrently, multicast 

opportunities can improve wireless transmission 

efficiency. Very few works use multicast 

opportunities in adaptive wireless streaming of 

tiled 360 VR video in the multicast scenario [2, 3, 

4], which is a more challenging problem. 

Optimizing rate adaptions for tiles separately 

provides simple problem formulations but yields 

high computational complexity and inevitable 

quality variation in each FoV [2, 4]. Besides, for 

given FoVs, optimizing rate adaptions for tiles 

based on instantaneous channel conditions may not 

lead to practical solutions, as users’ channel 

conditions change much faster than their FoVs [2, 

4]. Last but not least, communication resources 

may not be sufficient for multicast steaming of 360 

VR video to many users [2, 3, 4]. Therefore, it is 

highly desirable to have tractable and reasonable 

optimization frameworks for adaptive multicast 

streaming of 360 VR video.  

 

This paper systematically investigates adaptive 

multicast streaming of 360 VR video from one 

server to multiple users in a wireless network. 

Specifically, two requirements for quality 

variation in one FoV, i.e., the absolute smoothness 

requirement (identical quality within one FoV) and 

the relative smoothness requirement (limited 

quality variation within one FoV), are considered. 

Two video playback modes, i.e., the direct-

playback mode (without user transcoding) and 

transcode-playback mode (with user transcoding), 

are considered. It is worth noting that transcode-

playback mode exploits not only conventional 

communications resources but also new 

computation resources available at the users’ side. 

Furthermore, encoding rates of tiles are adapted to 

channel statistics rather than instantaneous channel 

conditions. The authors propose optimization 

frameworks for adaptive multicast streaming of 

360 VR video in the four cases with different 

requirements for quality variation and video 

playback modes. 
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Besides natural multicast opportunity, two new 

types of multicast opportunities, namely, relative 

smoothness-enabled multicast opportunity and 

transcoding-enabled multicast opportunity, are 

introduced. The former allows a flexible tradeoff 

between viewing quality and communications 

resource consumption, whereas the latter enables a 

flexible tradeoff between computation and 

communications resource consumptions.  

 

An elegant notation system is proposed to specify 

the relation between a set of tiles and their target 

user group. Furthermore, a novel mathematical 

model is proposed to characterize the impacts of 

multicast opportunities on the average 

transmission energy and transcoding energy under 

controllable quality variation for tiles in an FoV. 

The notation system and mathematical model 

greatly facilitate optimal exploitation of potential 

multicast opportunities in multicast streaming of 

360 VR video.  

 

The authors formulate the optimization of 

transmission resource allocation, playback quality 

level selection, and transmission quality level 

selection in the four cases with different 

requirements for quality variation and video 

playback modes. In particular, the minimization of 

the average transmission energy is considered in 

the two cases without user transcoding. In contrast, 

the minimization of the weighted sum of the 

average transmission energy and the transcoding 

energy is considered in the two cases with user 

transcoding. Optimization techniques are adopted 

to solve the challenging optimization problems in 

the four cases. By comparing the optimal values in 

the four cases, the authors prove that the energy 

consumption reduces when more multicast 

opportunities are utilized.  

 

Numerical results show substantial gains of the 

proposed solutions over existing schemes in all 

four cases and demonstrate the importance of 

effective exploitation of the three types of 

multicast opportunities for adaptive multicast 

streaming of tiled 360 VR video.  

 

In summary, this paper proposes novel ideas, 

fundamental optimization frameworks, and 

practical insights for adaptive multicast streaming 

of 360 VR video. The proposed solutions can be 

extended to wireless systems with advanced 

physical layer techniques [5].  
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