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Welcome to the February 2021 issue of the IEEE ComSoc MMTC Communications – Review.

This issue comprises five reviews that cover multiple facets of multimedia communication research including data classification, human pose estimation, node classification, and multi-view video compression. These reviews are briefly introduced below.

The first paper, published in ACM The 26th Annual International Conference on Mobile Computing and Networking (MobiCom ‘20), Sep. 2020, and edited by Dr. Takuya Fujihashi, study focuses on the point cloud (PtCl) representation for volumetric video streaming.

The second paper is published in IEEE Wireless Communications and edited by Dr. Shengjie Xu. It studied the worker selection issues to ensure reliable federated learning in mobile networks.

The third paper, published in IEEE Transactions on Multimedia and edited by Dr. Jinbo Xiong, focus on a fundamental problem for video service enhancement value controlling whether communication should continue for another step.

The fourth paper, published in IEEE Transactions on Image Processing and edited by Prof. Cao Guitao. This paper proposes a novel study scenario of zero-shot learning, in which it is utilized to index images for scalable retrieval.
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A Visibility-Aware Mobile Volumetric Video Streaming

A short review for "ViVo: Visibility-Aware Mobile Volumetric Video Streaming"
Edited by Takuya Fujihashi


Immersive video streaming plays an important role in the next-generation mobile networks, i.e., 5G and 6G. Volumetric video streaming is one of the enabling technologies for MR. Although there are various volumetric data formats, this study focuses on the point cloud (PtCl) representation for volumetric video streaming.

Streaming PtCl videos is resource-demanding. Uncompressed PtCl data is often prohibitively large for streaming over wireless networks. Each PtCl frame consists of a set of unsorted and non-uniformly distributed 3D points with attributes of 3D coordinates and color components. The representation of each 3D point typically takes 15 bytes; 4 bytes for each attribute of the 3D coordinates, i.e., (X, Y, Z) and 1 byte for each color component. For example, a sender streams the PtCl video with 200K points per frame at 30 fps requires $15 \times 200K \times 30 \times 8 = 720$Mbps of bandwidth. To efficiently compress such numerous and irregular structures of 3D points while keeping original 3D scenes/objects, compression/decompression solutions have been proposed [1-3] in recent years. However, the recent compression of the PtCl still cannot provide a better QoE for commodity mobile devices because of either high computational overhead and poor network conditions.

In this paper, the authors address the problems of PtCl streaming over wireless networks. The contributions of this paper are three-fold. The first contribution is the detailed investigation of PtCl encoding, decoding, segmentation, and viewport movement patterns in mobile devices. To discuss the state-of-the-art performance of the PtCl compression and segmentation, the authors carry out experimental evaluations using PtCl video datasets obtained from multiple Kinects. Each PtCl video is encoded and decoded using typical open-source PtCl compression solutions to compare the PtCl compression/decompression performance: Draco (k-d tree-based compression [4]), Point Cloud Library (octree-based compression [5]), and Limited Error Point Cloud Compression (extended version of limited error raster compression [6]). The authors compare the compression and decompression performance with/without segmentation (i.e., cell division) using the PtCl video datasets across the solutions. From the evaluation results, the required bitrate of PtCl video is up to 180Mbps even after the compression. Since the available data rate for wireless networks is still limited, such a high bitrate serves as a key motivation of visibility-aware optimizations to significantly reduce bandwidth for the PtCl video streaming.

In addition, they studied viewport movement and prediction for volumetric videos. The authors collect viewport trajectory of smartphone and MR headset, i.e., Magic Leap One, users during the PtCl video playback. They found three observations. The first one is the users seldom move vertically. The second one is the translational movement between the smartphone and headset users is different. Specifically, the movement appears straight in the smartphone users while natural body movement in the headset users. The third one is that the number of objects in the PtCl video affects movement.

In terms of the viewport prediction, they use two lightweight machine learning models. The authors use linear regression (LR) and multilayer perceptron (MLP) to predict each dimension of X, Y, Z, yaw, and pitch from the past translational movement. As a result, the authors found there is no qualitative difference between the accuracy of LR- and MLP-based viewport prediction and decided to use LR for viewport prediction.
The second contribution is to propose a volumetric streaming system called ViVo (Visibility aware Volumetric video streaming). The proposed ViVo can deliver high-quality volumetric content to commodity mobile devices. To further reduce bandwidth consumption for streaming PtCl videos, ViVo integrates three key optimizations: Viewport Visibility (VV), Occlusion Visibility (OV), and Distance Visibility (DV). The basic concepts of VV, OV, and DV are to fetch volumetric content that overlaps with the predicted viewport, to reduce the point density of each cell based on the occlusion level of the cell, and to adjust the point density of the cell based on the viewpoint-to-cell distance, respectively. The concept of VV is inspired by viewport adaptive 360-degree video streaming [7]. On the other hand, OV and DV are unique optimizations to the PtCl videos which consider the depth information of the PtCl data.

The third contribution is to implement the proposed ViVo for commodity devices. The authors implement the ViVo PtCl video player on Android devices and its video server on Linux. Specifically, they use off-the-shelf Android smartphones of SGS8 and SGS10 for the video players and server with Intel Xeon CPU E5-2680 v4@2.40GHz for the video server. We thoroughly evaluate the implemented ViVo over diverse wireless/mobile networks (including WiFi, LTE, and commercial mmWave 5G), headset/smartphone users using both objective metrics of structural similarity index (SSIM) and subjective metric of mean opinion score (MOS).

From evaluation results, the authors highlight the evaluation results as follows:
- When the bandwidth for the PtCl streaming is sufficiently high, each optimization of VV, OV, and DV can reduce the required bit-rate for the PtCl streaming without perceived quality loss (SSIM >0.99).
- The proposed ViVo can reduce the required bandwidth for the commercial 5G mmWave networks while maintaining good visual quality and short stall time.
- Even when the network bandwidth is constrained/fluctuated, the proposed ViVo can realize better subjective performance under the same required bit-rate.
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This paper studied the worker selection issues to ensure reliable federated learning in mobile networks. A reputation-based scheme was designed to select reliable and trusted workers. In order to achieve efficient and secure reputation management, we calculated workers’ reputation by using a multi-weight subjective logic model, and employed consortium blockchain to manage the reputation with tamper resistance and non-repudiation in a decentralized manner. The authors conducted a study and numerical results showed that our schemes can bring reliable federated learning to mobile networks.

The paper first introduced the background of emerging wireless networks. Mobile devices, such as smart phones or vehicles, equipped with a variety of sensors, generate a huge amount and diverse types of user data. Recently, for greatly improving mobile services and enabling smarter mobile applications, it is increasingly popular to utilize machine learning technologies to train models on such user data.

The paper then presented the background of federated learning. To address the privacy challenges, a decentralized machine learning paradigm namely, federated learning, has been proposed to enable mobile devices to collaboratively train a global model required by a central aggregator in a decentralized manner, without the need of centrally storing raw training data. In federated learning, mobile devices download a global model from the central aggregator in each iteration, and then train and improve the current global model by using their local raw data. The mobile devices send the local model updates to the central aggregator. By aggregating these local model updates, the central aggregator generates a new global model for the next iteration. Both the mobile devices and the central aggregator repeat the above process until the global model achieves a certain accuracy. This paradigm significantly reduces risks of privacy leakage by decoupling of model training from the need for accessing raw training data [1].

Although federated learning brings great benefits for mobile networks, it is still susceptible to various adversarial attacks in its primary stage. That is, during a federated learning process, data owners may mislead a global model by intentional or unintentional behaviors [2]. For intentional behaviors, an attacker can send malicious updates, that is, the poisoning attack, to affect the global model parameters resulting in the failure of current collaborative learning. The authors in [3] demonstrated the vulnerability of federated learning to sybil-based poisoning through experiments, and showed that existing defenses to such attacks are ineffective.

Motivated by the descriptions, the authors proposed that reputation can be used to provide solutions to select reliable and trusted workers for the federated learning tasks. Specifically, the authors presented reputation as a reliable metric to select trusted workers for reliable federated learning, for defending against unreliable model updates. In addition to that, authors also applied a multi-weight subjective logic model to design an efficient reputation calculation scheme according to both task publishers’ interaction histories and recommended reputation opinions. Finally in order to achieve secure reputation management, the authors managed the reputation in a decentralized manner by employing the consortium blockchain deployed at edge nodes.
The authors reviewed the concept of federated learning and its four popular applications. Authors then reviewed the security challenges of federated learning, by highlighting three key challenges for worker selection: no reliable and fair metrics to evaluate workers, no efficient and universal worker selection schemes, and no timely monitoring methods for workers.

The authors then investigated the reputation management for reliable federated learning. In particular, the authors offered an overview of reputation management in crowdsensing. The mobile devices collect local sensing data and generate various user data from mobile applications. Mobile applications with federated learning perform model training by using these data without the need of data aggregation for privacy preservation [4]. A reputation-based worker selection scheme with consortium blockchain is presented with five steps.

To assess the trustworthiness of a worker candidate, reputation opinions from task publishers are considered collected and integrated into a composite reputation value of the worker candidate for secure worker selection. Based on this observation, the authors utilize the subjective logic model to calculate composite reputation values of worker candidates for efficiency.

Simulation was performed by using the MNIST dataset to evaluate the performance of the proposed schemes. Accuracy to the federated learning was shown with respect to different poisoning attack strengths and Earth Mover’s Distance (EMD). There are three factors that affect the learning accuracy: EMD, attacker number, and attack strength. The proposed scheme can achieve a more accurate and fair reputation calculation, thereby leading to a more reliable worker selection in federated learning.

Finally, authors indicated several possible directions. More accurate and efficient validation schemes for non-IID datasets should be designed to improve the detection performance of poisoning attacks in the proposed worker selection schemes. In addition, efficient schemes for optimizing the number of workers are worth investigation in order to balance learning performance and resource cost.
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Recently, there are more and more types of video services emerging, such as live streaming, short videos, and video on demand and etc., which leads to a more complex service provision for the service operators [1]. In order to guarantee diverse service requirements for different users, it is necessary to study how to utilize the limited communication, computing and cache (3C) resources of a considered network to serve as many people as possible [2-3]. Usually, researchers try to improve the quality of service (QoS) and quality of experience (QoE) of video services for users through video cache and video delivery [4-5]. However, most of works just study video cache and video delivery separately, which results in sub-optimization of network performance. Recently, some efforts have been devoted to design integration of video cache and delivery schemes. Nevertheless, the state-of-the-art schemes are still with high computation complexity, which may not stratify the requirement of delay-sensitive video services.

In this paper, the authors focus on a fundamental problem for video service enhancement, i.e., how to send videos to the users as soon as possible. An edge-cloud collaboration framework is proposed to enable jointly video cache and delivery optimization. Under the proposed framework, video cache and delivery processes can be decoupled into two optimization problem. Regarding video cache, the authors try to let as many users as possible be served at the network edge and as many cached videos as possible are hit by users at the same time. For video delivery, the objective is to improve the video coding rate for each user under fairness constraints. In particular, the authors analyze the shortcases of artificial intelligence tool [6] and traditional optimization tool in network optimization, and then propose a novel hybrid human-artificial intelligence idea to deal with the video service enchantment problem. Specific contributions devoted by the authors can be summarized into the following three aspects.

Firstly, in order to improve the cache hit rate of edge caching, the authors propose to select candidate videos based on user interest. An intelligent factorization machine and multi-layer perceptron merging scheme is designed to represent both low-order and high-order features simultaneously. The proposed scheme is able to guarantee high prediction accuracy on user interest of different videos.

Secondly, in order to hit the video requests from as many users as possible, the authors further propose to cache content based on group interest. A social aware similarity model is formulated to characterize the similarity between individual user and the group. In addition, a group interest model is constructed with consideration of the impacts of user similarity, positive emotion and negative emotion. The proposed group interest model is able to guarantee high user hit rate and high content hit rate at the same time.

Thirdly, in order to improve the QoE of each user and guarantee user fairness at the same time. The authors propose to apply network calculus theory to derive a statistical delay guarantee model of video services. Then a double bisection exploration scheme is further proposed to guide video delivery. The computation complexity of the proposed scheme is proved to be logarithmic level.

Thereafter, the advantage of the proposed video cache and delivery scheme is validated based on a
In the real-world dataset, the performance of video cache scheme is evaluated with the baseline schemes such as popularity-based caching scheme, individual interest-based scheme. In addition, the proposed video delivery scheme is compared with the ones while ideal edge caching, only cloud caching are assumed respectively. The authors carry out extensive experiments to verify that the proposed scheme performs better in terms of content hit rate, user hit rate, and video coding rate.

In summary, the proposed edge-cloud collaboration-based video service framework as well as the hybrid human-artificial intelligence schemes therein is proved to be applicable to improve QoS and QoE for users with diverse video service requirements. The authors make a breakthrough in the approach of video service enhancement, which provides valuable insights into delay-sensitive service optimization.
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A Novel Approach for Image Indexing in Zero-Shot Way

A short review for “Zero-Shot Learning to Index on Semantic Trees for Scalable Image Retrieval”

Edited by Guitao Cao

Zero-shot learning is a powerful and promising learning paradigm, in which the classes covered by training examples are disjoint with the sample of target classification [1]. Zero-shot learning has been studied widely in image classification [2], stance detection [3], video classification [4], etc. In the existing research, zero-shot learning is generally exploited to supervised classification with auxiliary information. This paper proposes a novel study scenario of zero-shot learning, in which it is utilized to index images for scalable retrieval.

Due to the explosive growth of images nowadays, highly efficient image indexing and scalable retrieval methods have become necessary. There are many image indexing schemas proposed to solve the problem. Codebook-based indexing method [5] produces a set of representative centroid codewords in the high-dimensional feature space, with each feature to be indexed and quantized to the nearest codeword. This method requires a trade-off between efficiency and performance. Tree-based indexing is widely used for scalable and fast deployment at large scales [6][7]. During the study of this method, the time-constrained approximation method [8] has been found to produce better performance than the error-constrained approximate NN search [9].

Graph-based indexing schemes [10] aim to build greedy rooting navigation on a group of datasets to realize fast NN (Nearest Neighbor) retrieval. For a given adjacent graph, the search starts at a point and iteratively traverses the graph. At each step of the traversal, the algorithm checks the distance to the neighbor of the current base node, and then selects one of the neighbors as the next base node with the smallest distance. There are still distance calculations need to be reduced in this method.

The above methods are distance-based, thus they suffer from information loss during matching or quantization. The learning-based indexing methods like Prob-RAW [11] aim to learn the neighborhood relationships embedded in the index space and nearest neighbor probabilities based on the query feedback. However, this method requires the queries in the database to obtain the NN probabilistic nonlinear mapping.

The authors propose a zero-shot learning-based method, using LTI-ST network to obtain a hierarchical semantic tree structure for image indexing and retrieval, which represents the inherent correlation. In this zero-shot way, the index of test images can be generated automatically without any specific analysis.

Major contribution of this paper is to propose a zero-shot learning-based image index scheme, which do not require the analysis of test images. This scheme learns the feature embedding and indexing model in an end-to-end manner, avoids the spending of distance calculation with scalable implementation.

To obtain LTI-ST networks, the schema carries semantic tree encoding, generating the schema tree labels for each class of training images. The authors use deep neural network model with fine-tuning to encode each image into a feature vector. Then the vector is embedded to obtain higher category discrimination. Based on the semantic feature, the authors perform hierarchical clustering to construct the binary codeword tree, with the top layers showing significant difference between images and bottom layers showing subtle difference.

The LTI-ST networks include feature embedding network, labels prediction networks and index prediction network. This model can be used to directly predict the index of the input image. The labels prediction networks consist of hard prediction network, soft prediction network and ranked prediction network. They receive feature embedding and each output a feature vector. The
index prediction network uses the concatenation of the above four outputs as an input, and then output the image index.

The extensive experimental results indicate that the LTI-ST method outperforms the existing state-of-the-art indexing methods. Besides, the ablation studies demonstrate the effectiveness of individual components.

In summary, the proposed LTI-ST schema provides a novel method for image indexing and retrieval. With reducing the complexity of the method, it applies a direct way to predict the image’s index. It also extends the study of zero-shot learning to image indexing, which avoids requirement of test images, making it scalable.
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