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The third paper, published in IEEE Transactions on Multimedia and edited by Dr. Edited by Dr. Jinbo Xiong, focuses on accurately assessing the visual quality of videos.

The fourth paper, published in IEEE Transactions on Industrial Informatics, doi: 10.1109/TII.2021.3052183 and edited by Prof. Qichao Xu. This paper proposes an anonymous and privacy-preserving federated learning scheme.

The fifth paper, IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 43, No. 12, December 2021 Edited by Dr. Debashis Sen. The paper being reviewed here surveys several methods to evaluate visual scanpath prediction.
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Visual and audio information are predominant in multimedia systems. Many technical solutions have been designed for the acquisition, storage, transmission, and display of these modalities. In recent years, the sense of touch (also called haptic information) is considered a new modality for enabling remote physical interaction with convincing touch experiences, i.e., Tactile Internet [1]. However, the acquisition, compression, transmission, and display of haptic information have not yet reached the same level as the solutions for the visual and audio information. In this paper, the authors aim to compress the haptic information. Note that haptic information consists of two submodalities, i.e., kinesthetic and tactile information, and the discussion of this paper covers tactile signal compression.

The existing tactile compression techniques can be categorized into two groups. The first group is based on transform coding. The typical solution is Haptic Codec [2]. The tactile signal is represented as the vibrotactile signal obtained from the threes-axis acceleration sensor. The vibrotactile signal is transformed into a different domain using orthogonal transforms such as discrete cosine transform (DCT) or discrete wavelet transform (DWT). The domain representations are then quantized and entropy coded for compression. Here, Haptic Codec adopts a psychohaptic model [3] for non-uniform quantization to reduce perceivable distortion.

The second group is based on analysis-by-synthesis techniques. Specifically, the vibrotactile signal is synthesized using only the filter parameters during the analysis phase. The most common analysis-by-synthesis technique is linear predictive coding (LPC), which was mainly used in speech compression, and the existing studies [4] adopted LPC to minimize the mean-squared-error between the original and reconstructed signals.

In this paper, the authors present a hybrid approach of the two groups, PVC-SLP, for further efficient vibrotactile signal compression. The key contributions of this paper are two-fold: 1) PVC-SLP adopts analysis-by-synthesis and transform coding in sequence to fully utilize both advantages, and 2) perceptual quantization of the residual signal based on a cutaneous sensitivity model [5] to retain a lofty level of perceptual quality.

In PVC-SLP, they assume that vibrotactile signal can be modeled as a stationary random process using the autoregressive model. They adopt sparse linear prediction (SLP) to estimate AR model coefficients that minimize the L1-based cost function based on the model. In contrast to least squares and L2 solutions, they found L1-based solution is robust to noise as it tends to reject outliers. Since the model coefficients are needed to share with the receiver, PVC-SLP compresses the model parameters in addition to the vibrotactile signal. For the compression, it converts the model coefficients into reflection coefficients before quantization using Levinson-Durbin recursion because the reflection coefficients are robust to quantization error compared with the direct quantization of the model coefficients. The quantized reflection coefficients compute the residual signal between the original and predicted vibrotactile signal.

The residual signal is then decomposed using 1D-DCT. Although the DCT coefficients bring high compression gains, PVC-SLP aims to minimize the perceptual distortion. For this purpose, they adapt the quantization scheme to the cutaneous sensitivity model. The cutaneous sensitivity model is called acceleration sensitivity function (ASF), and the range is normalized into 0 through 1. A small value of ASF represents that the corresponding DCT coefficient will not impact the perceptual quality, and thus PVC-SLP discards the coefficient at the quantization. Finally, the quantized coefficients are entropy coded based on zero run length (ZRL) and Huffman coding.

The authors carried out experimental evaluations to clarify the coding efficiency and complexity using vibrotactile databases, which are the TUM database and LMT Haptic Material database. They adopt quality metrics of the vibrotactile signal, including signal-to-noise ratio (SNR), peak signal-to-noise ratio (PSNR), and ST-SIM [6], to discuss the reconstruction quality.
The authors firstly discuss the baseline performance of PVC-SLP under the different haptic databases and quantization scales for the residual signal and reflection coefficients. For example, the average PSNR performance of TUM database is higher than that of LMT database. This is because of the wider diversity of vibrotactile signal content in LMT database. The authors also compared the compression performance against lossy and lossless codecs. The authors highlight the evaluation results as follows:

- The proposed quantization based on ASF maintains high perceived signal quality under the same compression ratio as the lossy codec.
- The lossless codec causes a large compression ratio. Lossy vibrotactile codecs bring a benefit, especially in media storage and transmission.
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Accurately assessing the visual quality of videos is not easy. The video quality assessment (VQA) metrics are either objectively or subjectively measured. For the objective VQA metrics, the peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM) are the most widely adopted ones. But they are not accurately aligned with the watching experience of the users. On the other hand, the researchers could recruit a group of people to watch and evaluate the video content, and the quality of a video is characterized with the mean opinion score (MOS). However, collecting the subjective VQA metrics consumes substantial time and resources, and the results might be inconsistent because people are easily affected by their mood and the environment.

When focusing on the emerging omnidirectional videos, assessing the quality of videos is more challenging. Pixels are projected and anti-projected between a virtual sphere for watching and a rectangular plane for coding. Thus, PSNRs and SSIMs that are only calculated on the 2D planes are not guaranteed to precisely summarize the visual distortion happening on the sphere when watching. Under this circumstance, the objective VQA metrics are extended to S-PSNR [2], CPP-PSNR [3], and WS-PSNR [4]. However, the prior studies incorporate the spatial distortion only, ignoring that the human visual system (HVS) is also affected at the temporal dimension.

In this paper, Gao et. al. [1] propose to develop a novel VQA metric that captures the temporal change of spatial distortion in omnidirectional videos, namely OV-PSNR. OV-PSNR is a full-reference (FR) method, so it is evaluated between an original video sequence and an impaired video sequence. OV-PSNR consists of four steps to derive the expected spatio-temporal distortion for a video: 1) spatio-temporal tube creation, 2) spatial distortion evaluation, 3) spatio-temporal tube distortion evaluation, and 4) pooling. The spatio-temporal tube is directly created on the 2D planes where the block division and motion estimation are less difficult. Specifically, the spatio-temporal tubes are created on a number of consecutive frames. A frame in the group is divided into blocks, and for each block, the temporally correlated blocks in its previous frames are recursively discovered via motion estimation. These temporally correlated blocks are combined to form a spatio-temporal tube. In the second step, the spatial distortion is evaluated between blocks of the original and the impaired video sequences. Various metrics representing the spatial distortion [2, 3, 4] could be incorporated. As long as a spatio-temporal tube has been created and spatial distortion of the blocks has been calculated, a distortion score could be summarized for the tube. The score of tube is derived from both the average distortion and the temporal distortion. The average distortion is calculated as a smoothed value by recursively summing the block-wise distortion, where the distortion gradient of consecutive frames determines two ways of computation. The temporal distortion represents the combination of the amplitude and frequency of the distortion gradient. In the last stage, the distortion score of a frame is calculated by pooling the distortion scores of tubes ending at this frame, and all frame-level distortion scores are summarized to form the OV-PSNR.

In the calculation pipeline of OV-PSNR, various metrics could be involved to calculate the block-wise distortion map. However, the integration of WS-PSNR, S-PSNR, and CPP-PSNR is not the same. If WS-PSNR is adopted, the weights of pixels are directly used in calculating the distortion of 2D blocks, but this requires that the original video sequence and the impaired video sequence share the same projection format and the same resolution. When using S-PSNR, the pixels on an intermediate sphere bridge the pixels in the original and the impaired blocks. The nearest neighboring search based on K-D tree is applied to solve the mismatching between pixels from different domains. CPP-PSNR is calculated also by adding an intermediate domain except that the CPP domain is used instead of the spherical domain. It worth noting that with the use of a unifying intermediate domain, S-PSNR and CPP-PSNR both supports to generate the distortion map for...
blocks with different projection formats, e.g., equal-area projection (ERP), icosahedron projection (ISP), octahedron projection (OHP), etc.

The authors evaluate OV-PSNR on the VR-VQA48 dataset [5]. To justify the proposed metric, the experiments are carried out to measure if OV-PSNR is consistent to the subjective metric, different MOS (DMOS). The results show that OV-PSNR and its variants substantially outperform other objective distortion metrics, which means OV-PSNR more accurately characterize the user's subjective feeling on the omnidirectional videos. Among the OV-PSNR variants, the one using WS-PSNR achieves the best performance because it measures quality from the original signals, i.e., not intermediate domain introduced. In terms of the execution time, generally the OV-PSNR family consumes more time because of the high complexity of computing temporal distortion, especially the tube creation part. Another set of experiments on VQA-ODV dataset [6] also verify the conclusion that OV-PSNR and its variants are the most consistent objective metrics to the subjective metrics.

In summary, the authors of this paper design an objective metric, namely OV-PSNR, that assesses the omnidirectional video quality. Compared to the state-of-the-art metrics, OV-PSNR captures the distortion at the temporal dimension and is more consistent to the subjective metrics, e.g., DMOS, though additional computation resources have to be devoted. I expect this metric would widely replace the currently deployed ones in a wide range of scenarios, e.g., video coding and streaming, and substantially benefits the omnidirectional video techniques.
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Autonomous vehicles rely heavily on sensors to improve the perception of their surroundings. When the sensors fails, or due to their own performance limitations, such as the object is blocked, truncated, too far away, etc. Object perception and detection will be very bad. Connected autonomous vehicles (CAVs) offer a promising solution that can fuse the perception data of multiple vehicles to achieve a larger range and more accurate object detection [1]. Generally, object data fusion can be divided into signal-level, feature-level and detection-level [2]. Although the detection-level fusion method has a high speed and only needs to share the detection results of each vehicle, it cannot detect the object that is not detected by a single vehicle [3]. In order to enhance semantic information exchange of perception data, Chen et al. proposed Cooper, which directly fused raw LiDAR point cloud data from multiple vehicles. However, this low-level method requires large data transmission, which poses challenges to channel bandwidth and processing delay [4]. In addition, the sharing of raw data also leads to the disclosure of private information [5].

In order to solve the above problems while fully developing and utilizing the semantic information of feature map, in this paper, the authors propose a feature-level data fusion method to realize vehicle cooperative perception. The proposed F-Cooper framework uses VoxelNet network [6] to extract the voxel features of raw point cloud, and realizes voxel feature fusion and spatial feature fusion to improve the accuracy of object detection. Similar to raw point cloud fusion, the feature fusion can be decoupled into two aspects of position alignment and feature selection. Compared to Cooper, F-Cooper requires only one hundredth of the size of original data and can be deployed and executed in on-board and on-edge. Additionally, the sharing of feature map effectively reduces privacy concerns. Specific contributions devoted by the authors can be summarized into the following three aspects.

Firstly, in order to prove the correctness and rationality of feature fusion, the authors analyze some basic conditions and assumptions. Compared with the original data, the feature map filters out the data irrelevant to the object detection and only preserves the valid semantic and position information. Benefit from the modern autonomous vehicle object detection technology, convolutional neural network (CNN) is mostly used to process the original data, and the extracted feature maps have similar data types and formats. position alignment and feature fusion can be achieved by sharing GPS and IMU data between vehicles.

Second, the authors design a voxel feature fusion (VFF) method that employs VoxelNet to group and encode point cloud into multi-dimensional voxel features. The relationship between the voxel points includes four positional relationships, namely, falls within voxel, falls on a side of voxel, falls on an edge of voxel, and falls on a corner point of voxel. The voxel feature vectors at the same position were fused using the maxout method. The served voxel features can better express the object semantics.

Thirdly, the authors design a spatial feature fusion (SFF) method. Using the GPS data of the interactive vehicles, the relative position and driving angle of the sending vehicle and the receiving vehicle are aligned and calibrated. All vehicles share a global 3D coordinate system. According to the sequence of feature channels, the non-overlapping features are retained, and the overlapping features are fused by maxout operation. Additionally, since spatial features are sparse, feature compression can be used to further improve the efficiency of channel transmission and feature fusion.

Thereafter, with Tom & Jerry (T&J) dataset consisting a lot of 16-beam point cloud samples, the authors conduct comprehensive experiments in the three scenarios of road intersections, multi-lane roads and campus parking lots. Experimental results show that F-Cooper can...
almost achieve the same detection accuracy compared with Cooper. Also, F-Cooper effectively reduce the size of transmitted data. Each LiDAR frame data contains about one hundred thousand points or about 4 MB, while the features extracted by CNN only about 200 KB. These features can be transmitted in tens of milliseconds, making real-time vehicle data fusion and cooperative perception possible.

In summary, the proposed F-Cooper framework effectively improve the communication burden and privacy concerns of signal-level fusion schemes. The authors make a breakthrough in the approach of point cloud feature fusion, which provides a promising solution for low-delay vehicle cooperation perception.
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Anonymous and Privacy-Preserving Federated Learning With Industrial Big Data

A short review for “Anonymous and Privacy-Preserving Federated Learning With Industrial Big Data”
Edited by Qichao Xu


With the rapid development of the Internet of Things and big data, the Industrial Internet has become the development trend of modern industry. Smart factories equipped with advanced sensors can generate and collect large amounts of real-time industrial big data during the production process. Analysis of industrial big data through AI (AI, artificial intelligence) technology can improve system performance, reduce downtime, make easier to maintain and more[1]. In comparison with general big data, industrial big data has the multisource and heterogeneous nature, which makes traditional signal processing techniques no longer meet the requirements of data analysis. Moreover, industrial big data comprises some privacy-sensitive data, such as personal employee information and sensitive customer information, which may be leaked to manufacturers or service personnel of industrial equipment during the data analysis process[2].

An emerging deep learning method called Federated learning(FL) is suitable for multisource big data, which enables distributed parties to collaboratively train a model without data sharing. FL is more secure as only the model parameters are shared and not the raw data.

However, researches in recent years indicate that FL still exists various privacy issues[3]. Firstly, in the process of communication, the privacy of participants’ identity information may be compromised. Besides, some malicious entities can infer sensitive information about participants' private training data through shared parameters[4], which results in the leakage of participants' privacy. Therefore, data protection mechanisms need to be introduced to address data security and privacy issues.

To solve to above problems, an anonymous and privacy-preserving federated learning scheme is proposed for mining the industrial big data. To be more specific, the privacy leakage is first reduced by sharing fewer parameters between participants and the server in FL. And the effect of the proportion of shared parameters on accuracy is experimentally explored. Then, the model parameters are perturbed utilizing differential privacy with the Gaussian mechanism to achieve strict privacy preservation. In addition, a fully trusted proxy server is introduced as an intermediate layer between participants and the server to achieve anonymity of participants while reducing the communication cost on the server during the learning process.

Therefore, in this article, the author’s main contribution is to propose an anonymous and privacy-preserving federated learning scheme. In order to reduce the privacy leakage during FL, only partial participants and partial parameters are selected to update. In order to prevent the server from obtaining participants identities and reduce the communication cost on the FL server, a trustful proxy server is introduced as the middle layer in the scheme. And the Gaussian noise is added to the updated model parameters for strict privacy preservation.

The privacy-preserving FL system consists of multiple participants, a FL server, and a proxy server. In each iteration, the FL server first selects a subset of participants for training and distributes the global model to them. Participants download the global model and replace the corresponding parameters in the local model. Participants use the mini-batch gradient descent (MBGD) algorithm to minimize the loss function as a way to update the local model. The difference between the optimized local model and the global model is referred as participants’ gradients. To prevent model parameters from leaking privacy, the Gaussian noise is added to the gradients. To reduce the potential privacy leakage, only partial updated gradients are chosen to be unchanged and the remaining gradients become zero. Then, all the gradients are sent to the proxy server. After the FL server receives all uploaded local model gradients from the proxy server, it aggregates them to get the updated global model.

To prevent the curious server from connecting the updates of each participant and reduce the communication burden on the FL server, a parameter server that ignores the identities of the uploaders is designed. And the trustful proxy server stores the addresses of the FL server and all participants. Both the FL server and the participants have their public-private key pairs and distribute their public keys in advance with
the help of a certificate authority (CA). The FL server randomly selects partial participants and encrypts the global model separately with their public keys. The encrypted parameters are uploaded to the proxy server and then forwards to the participants. Since the anonymous communication, the server has no way of knowing who is involved in the training. Only the participants selected by the FL server can decrypt the parameters with their private keys. The selected participants optimize their local models and calculate the gradients. The Gaussian mechanism is leveraged on gradients to achieve DP for strict privacy preservation. Distortion governed by the noise variance is taken into account, once it exceeds a certain limit, the gradient information will be corrupted by the added noise, and accuracy of the global model will be affected. Thus a self-stop mechanism is set up by tracking the broken probability of DP and stop the whole training once it reaches a certain threshold. The moments accountant[5] is used to calculate the failure probability of DP, and it increases when the number of queries to gradients increases. Extensive simulations have evaluated the performance of the proposed scheme. The simulation results show that the proposed scheme can achieve almost the same accuracy as unimproved FL when the shared parameters decrease by only one order of magnitude, while providing strict privacy preservation by sharing fewer parameters and adding Gaussian noise to shared parameters. Besides, the scheme had better robustness than traditional FL and DP-FL schemes, and it did not add too much computation cost. In summary, this paper designed an anonymous and privacy-preserving FL system and applied an improved FL algorithm to the mining of industrial big data. First, privacy leakage is reduced by sharing fewer parameters, only partial participants and parameters were updated and shared in each iteration. Then, a proxy server was introduced to reduce the communication burden of the FL server and to prevent the server from obtaining the identities of participants. Moreover, DP with Gaussian mechanism was leveraged on updated gradients to provide strict privacy preservation. And a self-stop mechanism was established to prevent excessive data interference that may degrade model accuracy. References:
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Evaluation of Visual Scanpath Prediction Consistent with Human Subjective Assessment

A short review of “Evaluation of Saccadic Scanpath Prediction: Subjective Assessment Database and Recurrent Neural Network Based Metric”
Edited by Debashis Sen


A visual scanpath refers to the human eye movements that scan the visual field to sample and receive visual information [1]. The main components of a visual scanpath are saccades and fixations, which repeat one after another playing central roles in overt human visual attention. While saccades are ballistic changes in eye position resulting in movement from one location to another, fixations after saccades bring the area of interest onto the high acuity fovea region of the retina for information extraction [2]. Prediction of visual scanpaths that represent the dynamic relationship of information at fixation locations are increasingly being considered as essential to model visual attention, particularly for image understanding [3]. Therefore, visual scanpath prediction for images is an important task to consider and it has recently received great research interest [1].

A visual scanpath on an image is often predicted as a sequence of image locations, which not only provides the important regions in the image but also their order. Several approaches for predicting visual scanpaths have been proposed in the last decade. While many of these approaches are built upon classical image saliency prediction models like [4, 5], the most recent ones such as [1, 3] are based on the potent use of deep learning. Most of these prediction models are often evaluated by computing some kind of similarity between the predicted visual scanpaths and all the corresponding human scanpaths considering a few publicly available datasets like [6, 7, 8].

The paper being reviewed here surveys several methods to evaluate visual scanpath prediction. It is found in the paper that the evaluation measures used in different works widely vary from each other due to lack of a unified standard. Some of the measures are found to arrive at conflicting conclusions as well. It is also observed that the conclusions drawn from some of the measures may not be consistent with human subjective evaluation.

In light of the above issues, the paper first studies the effectiveness of the different evaluation measures used in literature. A database is created containing 5000 pairwise comparisons of scanpaths using the OSIE eye-tracking dataset [7]. The human assessment of the similarity in the 5000 pairs of scanpaths is also collected. The subjective assessment dataset thus formed is used against the evaluation measures for the 5000 scanpath pairs to judge the effectiveness of the measures in terms of consistency with human subjective perception. It is concluded that there is a scope for improving consistency by considering data-driven evaluation and comparison measures for visual scanpath prediction.

In line with the suggestion to explore data-driven evaluation strategies, another major contribution of the paper being reviewed here is a data-based measure to compare two predicted scanpaths with reference to a ground truth human scanpath. The approach takes the two predicted scanpaths and the related reference scanpath as inputs, and outputs a binary decision indicating that one of the predicted scanpaths is more similar to the reference than the other.

First, a deep autoencoder network is used to learn a semantic encoding of a scanpath. Then, the semantic codes of the two predicted scanpaths and the reference scanpath are used to compute the dissimilarity between each pair of the predicted and reference scanpaths. The two quantified dissimilarities are then mapped to the binary decision declaring one of the two predicted scanpath to be closer to the reference scanpath. The mapping is performed using an LSTM network, which is trained on the human assessment data of the scanpath pairs formed to study the evaluation measures in literature.

The existing evaluation measures and the new data-driven evaluation approach are used in the paper to evaluate the state-of-the-art visual scanpath prediction models considering the Toronto [6], OSIE [7] and MIT1003 [8] data sets. Prediction models of three
categories, namely, saliency-based models, explicit dynamic saccade models, and baseline models (chance, center, and inter-observer models), are considered. It was concluded that the data-driven evaluation approach was less sensitive to biases such as image-center emphasis. It was also found that room remains to develop improved prediction models, as the baseline inter-observer model was quite ahead in performance to the models of the existing algorithms.
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